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Abstract

Background: As an emerging technology, large language models are gradually
gaining recognition and application among the general public. Thyroid can-
cer is a common type of malignant tumor in China, and patients have a high
demand for thyroid cancer popular science information; however, there is still
no domestic research analyzing the information quality and readability of re-
sponse texts in the thyroid cancer domain within large language models. Ob-
jective: To evaluate and compare the information quality and readability of
response texts to thyroid cancer-related questions generated by domestic large
language models (LLMs). Methods: Based on the Douyin Index, 25 thyroid
cancer questions were selected as a question set, and response texts were gen-
erated using DeepSeek (DeepSeek-R1-0120), Tongyi Qianwen (qwen-max-2025-
01-25), and Zhipu Qingyan (GLM-4Plus), respectively. Cosine similarity was
employed to calculate the similarity of texts generated at different time points
to assess model stability. The modified health information quality evaluation
tool (mDISCERN) was used to evaluate information quality, combined with a
Chinese readability calculation formula to assess text readability. Differences
in information quality of response texts among models were explored through
clustering heatmaps, principal component analysis, Friedman test, and signed
rank sum test, while Pearson correlation analysis was used to investigate the
association between information quality and readability. Results: Text simi-
larity evaluation results showed that for DeepSeek, moderately similar texts
accounted for 12% and highly similar texts accounted for 88%; for Tongyi Qian-
wen and Zhipu Qingyan, highly similar texts accounted for 100% of the two
response texts. Comparisons of information quality and readability among the
three models revealed statistically significant differences (P<0.001). DeepSeek
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was superior to other models in information quality (Z=35.396, P<0.001), but
had relatively poor readability (R=7.525$+$1.006). Tongyi Qianwen and Zhipu
Qingyan had similar information quality, but Zhipu Qingyan was better at re-
sponding to question set clusters 2 and 3, while Tongyi Qianwen was better
at responding to question set cluster 1. Information quality was negatively
correlated with readability (r=0.370, P=0.010). Conclusion: Domestic large
language models can provide basic health popular science for thyroid cancer pa-
tients, but there are inaccuracies in generated content and artificial intelligence
(AI) hallucinations. When patients actually use large language models (LLMs)
to obtain health information, they should comprehensively consider response
texts from different platforms and doctors’ advice. In terms of models, it is nec-
essary to balance information professionalism and popularization, and establish
a medical content safety review mechanism to ensure information accuracy and
professionalism.
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Abstract

Background: Large language models (LLMs) are increasingly gaining pub-
lic recognition and adoption as an emerging technology. Thyroid cancer is a
prevalent malignancy in China, with patients demonstrating high demand for
accessible scientific information about the disease. However, no studies have yet
evaluated the information quality and readability of LLM-generated responses
in the domain of thyroid cancer within the Chinese context.
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Objective: To evaluate and compare the information quality and readability
of responses generated by domestic large language models (LLMs) to thyroid
cancer-related queries.

Methods: We identified 25 thyroid cancer questions based on Douyin Index
data and generated response texts using DeepSeek (DeepSeek-R1-0120), Qwen
(qwen-max-2025-01-25), and GLM (GLM-4Plus). Cosine similarity was em-
ployed to calculate the similarity of texts generated at different time points,
thereby assessing model stability. The modified Health Information Quality
Assessment Tool (mDISCERN) was used to evaluate information quality, while
readability was assessed using a Chinese readability calculation formula. Clus-
ter heatmaps, principal component analysis (PCA), Friedman tests, and signed
rank tests were conducted to explore differences in response quality across mod-
els. Pearson correlation analysis was performed to examine the relationship
between information quality and readability.

Results: Text similarity evaluation revealed that DeepSeek responses were
moderately similar in 12% of cases and highly similar in 88%, while Qwen and
GLM achieved 100% high similarity across their two response generations. Com-
parative analysis of information quality and readability across the three models
showed statistically significant differences (P<0.001). DeepSeek demonstrated
superior information quality (Z=35.396, P<0.001) but relatively poorer read-
ability (R=7.525$+%1.006). Qwen and GLM exhibited comparable information
quality, though GLM performed better on question clusters 2 and 3, while Qwen
excelled on cluster 1. Information quality was negatively correlated with read-
ability (r=0.370, P=0.010).

Conclusion: Domestic LLMs can provide basic health education for thyroid
cancer patients, but suffer from content inaccuracies and AI hallucinations.
Patients should comprehensively evaluate responses from different platforms
alongside medical advice when using LLMs for health information. Model devel-
opment requires balancing professional accuracy with accessibility while estab-
lishing robust medical content safety review mechanisms to ensure information
accuracy and professionalism.

Keywords: Large language models; Thyroid cancer; Information quality; Read-
ability analysis; Medical artificial intelligence

Introduction

According to 2022 epidemiological data from the National Cancer Center, new
thyroid cancer cases in China reached 466,100, ranking third among all malignan-
cies and showing an upward trend [1]. Patients experiencing treatment-related
symptoms such as throat pain and limb numbness urgently require high-quality
health information to inform their decision-making [2]. Large language models
(LLMs), as frontier technologies in artificial intelligence, are gradually becoming
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general-purpose intelligent tools in medical contexts through their capabilities
in contextual learning, reasoning, and decision-making [3]. Their prompt-based
question-answering abilities have demonstrated application potential in teach-
ing, geriatric care, traditional Chinese medicine, and ophthalmic nursing [4-7].
One ophthalmology study found that LLM chatbot responses to patient eye
health questions were comparable in quality to written recommendations from
ophthalmologists [4]. However, domestic research evaluating the readability
and information quality of LLM responses to thyroid cancer-related questions
remains limited.

As of June 2024, China’s short-video user base reached 1.056 billion (95.5% of
all internet users) [8], with Douyin (the Chinese version of TikTok) averaging
over 600 million daily active users. Information acquisition through short videos
is growing rapidly among netizens. This study focuses on mainstream domestic
LLMs (Qwen, GLM, and DeepSeek), constructing an evaluation question set
based on “thyroid cancer” trending topics from Douyin’s massive data platform.
Using the modified Health Information Quality Assessment Tool (mDISCERN)
[9] and readability calculation formulas, we conducted horizontal comparisons
of response differences across the three LLMs to assess the safety, effectiveness,
and feasibility of Al-assisted clinical applications, thereby reducing the risk of
misleading decision-making.

Methods

1.1 Question Source Juliang Suanshu (Massive Engine’s data analytics plat-
form) provides content consumption trend analysis based on Douyin user be-
havior data. The Douyin Index measures keyword popularity, with relevance
rankings based on the strength of association between related terms and the
target keyword, displaying the top 10 most relevant associated terms. We col-
lected thyroid cancer-related content from January to December 2023, obtain-
ing 5,064 raw entries. After removing 4,028 duplicates and 749 entries with
incomplete semantics or image-only content, we identified representative and
research-valuable questions. Two researchers collaboratively curated the final
question set, with a third researcher adjudicating any disagreements, resulting
in a set of 25 questions (Table 1 ).

1.2 LLM Selection GLM-4Plus was developed by Tsinghua University [10],
Qwen by Alibaba [11], and DeepSeek by the DeepSeek team [12]—all being popu-
lar LLMs among Chinese users. We used these models’ ChatGLM GLM-4Plus,
qwen-max-2025-01-25, and DeepSeek-R1-0120 versions to generate responses.
New accounts were created for each model to ensure no prior history, and fresh
conversations were initiated for each question to avoid context contamination.
All responses were collected on February 9, 2025, and exported to Word for
analysis.
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1.3 Evaluation Metrics 1.3.1 Information Quality Assessment: Infor-
mation quality is defined as the degree to which information meets user needs
[13]. The DISCERN instrument, widely used for evaluating health information
reliability and quality across various medical domains [14], was adapted as mDIS-
CERN. This version includes items 1-8 from the original DISCERN question-
naire for reliability assessment, scored on a 5-point scale (1=completely unmet
to 5=completely met), with total scores ranging from 8-40. Scores of 8-15 indi-
cate poor quality, 16-31 moderate, and 32-40 excellent quality, with validated
applicability for LLM response evaluation [15]. Two clinical experts performed
the assessment, blinded to model identity to ensure objectivity. Discrepancies
were resolved by a third clinical expert through discussion and consensus.

1.3.2 Readability Calculation: Text readability refers to the reading com-
prehension level required to understand written materials, a critical factor in
health information comprehension [16]. We employed the readability formula
adapted by Qin et al. [17] for medical information assessment:

R = 17.5255+0.0024 x total words+0.04415xaverage sentence length—18.3344 x (1—proportion of medical tern

The R-value represents health information readability level, where lower values
indicate better readability. Total word count excludes punctuation. Average
sentence length equals total words divided by complete sentences. Medical ter-
minology proportion equals medical term characters divided by total characters
[17].

Implementation: Total words and sentences were counted in Word docu-
ments. For medical terminology proportion, we first used the Language Tech-
nology Platform (LTP) for Chinese word segmentation [18]. We then used the
LetPub Medical English Dictionary (2025 edition) as our terminology corpus,
which includes 16,229 specialized terms across 46 medical disciplines. Excel’s
VLOOKUP function matched segmented words against this dictionary to count
medical term characters, calculating the final proportion.

1.4 Stability Testing On June 21, 2025, we re-input the question set into the
three LLMs. Cosine similarity measured the similarity between the two response
sets. After removing punctuation, stop words, and special characters, texts
were segmented and vectorized based on unique word lists. Cosine similarity
(Rs) calculates the cosine of the angle between two vectors in vector space [19];
Rs approaching 1 indicates high similarity, while Rs near 0 indicates low sim-
ilarity. Similarity was categorized as: very different (Rs<0.3), slightly similar
(0.3<Rs<0.5), moderately similar (0.5<Rs<0.7), highly similar (0.7<Rs<0.9),
and nearly identical (0.9<Rs$ $1), assessing whether LLMs provide consistent
responses to identical questions over time.
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1.5 Statistical Analysis Data analysis was performed using R version 4.4.3.
Normally distributed continuous data were expressed as mean4+standard devi-
ation (X4s) and compared using one-way ANOVA. Non-normally distributed
data were presented as median (P25, P75) and analyzed using Friedman tests
with post-hoc signed rank tests. Readability scores were calculated in Excel
and visualized with bar charts. The “pheatmap” package in R was used to
generate cluster heatmaps of information quality scores (with “scale=row” for
row normalization, “clustering_ {method}=complete”, and Euclidean distance).
Principal component analysis used the “prcomp” function, visualized with “gg-
plot2”. Pearson correlation analysis examined the relationship between informa-
tion quality and readability using “cor.test”. Statistical significance was set at
P<0.05.

Results

2.1 Search Distribution and TGI Index Analysis Douyin Index data for
“thyroid cancer” from January-December 2023 showed regional concentration
in search distribution: Guangdong (9.58%), Jiangsu (9.25%), Henan (7.42%),
Shandong (6.86%), Zhejiang (6.70%), and Anhui (5.93%) accounted for 45.74%
of total searches, while Tibet (0.20%) and Hong Kong (0.01) contributed less
than 0.5%. Target Group Index (TGI) analysis revealed above-average atten-
tion (TGI>100) in Anhui (145), Beijing (140), Jiangsu (130), Shanghai (125),
and Hubei (122). Provinces with below-average attention (T'GI<100) included
Guangdong (85), Sichuan (85), and Guangxi (71). Notably, Guangdong ranked
first in distribution proportion (9.58%) but had a TGI of only 85, while Anhui,
despite comprising 5.93% of searches, achieved the highest national TGI (145)
(Figure 1 [Figure 1: see original paper]).

2.2 LLM Response and Stability Results Qwen exhibited factual errors
in epidemiological responses, stating “thyroid cancer is a relatively rare can-
cer type, but it can indeed cause death”—contradicting current reports that
thyroid cancer reached 466,100 new cases in 2022 with an age-standardized in-
cidence rate of 24.64/100,000, ranking third among all malignancies after lung
and colorectal cancers [1]. For questions regarding “postoperative dietary restric-
tions” and “postoperative diet recipes,” Qwen and GLM only vaguely mentioned
“avoiding irritating foods: spicy, fried, and heavily flavored foods may increase
gastrointestinal burden,” without specific guidance on fat intake that could risk
chyle leakage.

Comparative analysis of the two response generations revealed decreasing sim-
ilarity across all models. DeepSeek showed 12% moderate similarity and 88%
high similarity, while Qwen and GLM achieved 100% high similarity (Table 2 ).

2.3 Information Quality Analysis mDISCERN evaluation followed by
Friedman nonparametric tests revealed statistically significant differences in in-
formation quality and readability across the three models (P<0.001). DeepSeek
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outperformed both GLM and Qwen in information quality (P<0.001), while
GLM and Qwen showed comparable quality (P>0.05) (Table 3 ).

Cluster heatmap and PCA analysis of the 25 questions identified three question
clusters and two model categories: DeepSeek as one category, and Qwen and
GLM as another. DeepSeek achieved high quality scores (orange) across all 25
questions. GLM scored lower on questions in the upper portion (questions 20,
12, 6, 19, 1, 24, 5, 9), while Qwen scored lower on lower-portion questions (ques-
tions 21, 13, 25, 23, 10, 3, 18, 17, 4, 7, 22, 15, 2, 14, 8, 11). Notably, question 16
(long-term side effects of postoperative levothyroxine) showed divergent scores:
moderate in DeepSeek, high in GLM, and low in Qwen, indicating substantial
variation in responses to medication side effect queries (Figure 2 [Figure 2: see
original paper]A).

Based on heatmap clustering, questions were grouped into: Cluster 1 (questions
20, 12, 6, 19, 1, 24, 5, 9), Cluster 2 (questions 21, 13, 25, 23, 10, 3, 18), and
Cluster 3 (questions 17, 4, 7, 22, 15, 2, 14, 8, 11). PCA revealed that Qwen
and GLM were similar on PC1, while DeepSeek differed significantly. All three
models showed substantial differences on PC2. PCA of the question set showed
no major differences on PC1 across the three clusters but clear separation on
PC2, consistent with heatmap clustering results (Figure 2 [Figure 2: see original
paper|B, C).

2.4 Readability Analysis Readability calculations showed DeepSeek scores
were generally higher (worse readability) than Qwen and GLM (Figure 3 [Figure
3: see original paper|). The difference was statistically significant (F=2.533,
P<0.001) with a moderate effect size (Cohen’s {=0.59) (Table 3).

Descriptive analysis revealed distinct text characteristics: DeepSeek generated

the most information-dense content (885.92$+220.49characters)throughmulti—
paragraphstructures(20.284+6.03sentences)andlongsentences(45.424+10.46characters/sentence), containingt
(Table 4 ).

2.5 Quality-Readability Correlation Analysis Pearson correlation anal-
ysis revealed a positive correlation between information quality and readability
scores (r=0.370, P=0.010), indicating that higher information quality was asso-
ciated with higher readability scores (worse readability).

Discussion

LLMs have demonstrated effectiveness in improving healthcare task perfor-
mance and satisfaction among older adults [5]. Compared to international
models, China’s LLMs developed later, though evaluations of domestic models
(Wenxin Yiyan, iFlytek Spark) show comparable accuracy to ChatGPT in
nursing fundamentals [6]. However, research on specific diseases (e.g., erectile
dysfunction) reveals that LLMs (ChatGPT, Bard, Bing, Ernie, Copilot)
generally fail to meet readability standards, exhibit inconsistent information
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quality, and contain quality issues [20]. Responding to the “14th Five-Year
Plan” for national health development, this study focused on thyroid cancer to
evaluate DeepSeek, Qwen, and GLM.

DeepSeek achieved optimal information quality but poorest readability, while
Qwen and GLM showed higher readability but lower information quality. All
models demonstrated decreased response similarity over time, with significant
variation in responses to question 16 (levothyroxine side effects). This suggests
patients should cross-reference multiple models and consult physicians to avoid
decision-making errors based on single sources.

AT hallucination—generating plausible but factually incorrect content—remains
an unavoidable challenge. Additionally, model knowledge cutoffs may exclude
the latest clinical data, contributing to inaccurate responses. These safety con-
cerns can impact patient behavior and medical decisions, potentially eroding
trust and exacerbating doctor-patient conflicts. However, all three models in-
cluded safety reminders to follow medical advice and seek timely treatment,
somewhat mitigating risks.

This study has limitations. The sample size and disease coverage were limited;
future research should expand question sets and disease types. Cosine similarity
measures surface-level text similarity but doesn’t assess consistency of key data
(e.g., incidence rates, survival statistics) or completeness of risk warnings. Fu-
ture studies should develop multi-dimensional evaluation tools covering safety,
accuracy, readability, and stability for medical domains. Additionally, exploring
model applications across different scenarios (education, triage, documentation,
quality control) would be valuable.

In conclusion, this comprehensive evaluation of three LLMs for thyroid can-
cer health queries indicates that while all models can provide reproducible an-
swers with good stability for medical education, each has distinct strengths and
weaknesses. Safety risks and Al hallucinations remain non-negligible and may
mislead patient health decisions. Patients must synthesize responses from mul-
tiple models with physician guidance. Therefore, LLM deployment for medical
education requires balancing professionalism, accessibility, and stability while
establishing effective safety review mechanisms to ensure compliance with med-
ical ethics and clinical standards.
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