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Abstract
Text representation needs to address the ambiguity of textual terms and ac-
curately define their semantic features within specific contextual environments.
To tackle the problems of word polysemy and contextual characteristics, we
propose an SCDVAB model for text semantic disambiguation. The main inno-
vations are as follows: based on partitioned averaging techniques, transforming
scene corpora into document embeddings and introducing anisotropy to improve
the sparse composite document vector (SCDV) algorithm for soft clustering,
thereby enhancing BERT’s contextualized representation capability; and using
anisotropy-adjusted BERT word embeddings as document embeddings for static
word vectors to improve text semantic disambiguation performance. Extensive
experiments further demonstrate that the SCDVAB model significantly outper-
forms traditional text disambiguation algorithms and can effectively enhance
the comprehensive performance of text semantic disambiguation.
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Abstract: Text representation requires solving the ambiguity problem of tex-
tual words and accurately defining their semantic characteristics within specific
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contextual environments. Addressing the challenges of polysemy and contextual
features, this paper proposes a semantic disambiguation model called SCDVAB.
The main innovations are: (a) employing partition averaging techniques to trans-
form scene corpora into document embeddings while introducing anisotropy
to improve the sparse composite document vector (SCDV) algorithm for soft
clustering, thereby enhancing BERT’s contextualized representation capability;
and (b) using anisotropy-adjusted BERT word embeddings as document embed-
dings for static word vectors to improve text semantic disambiguation ability.
Extensive experiments demonstrate that the SCDVAB model significantly out-
performs traditional text disambiguation algorithms and effectively improves
the comprehensive performance of text semantic disambiguation.

Keywords: semantic disambiguation; anisotropy; BERT; sparse composite
document vector; text representation

0 Introduction
Text semantics heavily depends on the words comprising the text. The same
word may carry different meanings in different contextual environments, creating
ambiguity interference. How to improve text representation accuracy through
disambiguation has been a persistent focus in both theory and practice. A
series of studies on text representation have shown that weighted averaging of
word vectors for sentence representation often outperforms more complex neural
models.

SCDV (Sparse Composite Document Vectors) combines word embedding mod-
els that can define word scene semantics with latent topic models capable of
handling different word senses, thereby enhancing word expressive power. Us-
ing soft clustering techniques on embeddings can effectively learn topic feature
spaces, while sparse operations on document vectors reduce time and space
complexity for vector-based tasks and effectively handle distributed paragraph
vectors for text representation.

A significant problem with static word embeddings is that all senses of a poly-
semous word share a single fixed static vector, making it difficult to effectively
resolve polysemy. Replacing static word embeddings with context-based word
embeddings can improve word disambiguation effectiveness. For example, deep
neural language models like BERT can replace static embeddings with contex-
tualized word embeddings. Through pre-trained BERT models, polysemous
words can be placed in semantic spaces with different meanings, outputting
different word vectors to solve polysemy issues that static embeddings cannot
effectively address, achieving interpretable word sense disambiguation based on
contextualized embeddings.

Furthermore, contextualized word representations in BERT exhibit anisotropic
characteristics—they are not uniformly distributed in all directions but occupy
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a narrow cone in vector space [1]. Anisotropy refers to the property where all or
part of a text word’s meanings change with variations in semantic space dimen-
sion directions, showing differences across different semantic space dimensions.
For example, the word “apple”has more prominent projections in fruit-related
feature dimensions when the context is fruit, and more prominent projections in
electronics-related feature dimensions when the context is electronic products.
Less than 5% of the variation in a word’s contextualized representation can be
explained by its static embedding [2], providing a necessary rationale for adjust-
ing anisotropy to reduce its impact on contextualized word representation.

Addressing these issues, this paper proposes a simple yet effective unsupervised
representation method called the SCDVAB (SCDV+Anisotropy+BERT) model.
The main innovations are: (a) converting scene corpora into document embed-
dings through soft-clustering sparse composite document vector (SCDV) par-
tition averaging techniques; (b) adjusting anisotropy based on self-similarity,
intra-similarity, and maximum explainable variance within the SCDV pipeline
to improve BERT’s contextualized representation capability; and (c) using
anisotropy-adjusted BERT word embeddings as document embeddings for static
word vectors to enhance text semantic disambiguation ability. Experimental re-
sults demonstrate that the SCDVAB model outperforms existing technologies in
accuracy and improves performance on related tasks such as concept matching
and semantic text similarity.

1 Related Work
For short text and document representation tasks, word embeddings must be ex-
tended to entire paragraphs and documents. In 2014, Le and Mikolov proposed
two distributed text representation models: Distributed Memory Paragraph
Vector (PV-DM) and Distributed Bag-of-Words Paragraph Vector (PV-DBoW),
treating each sentence as a shared global latent vector [3]. These models train
word and paragraph vectors to predict context while sharing word embeddings
across paragraphs. However, words may have different semantics in different
contexts. Vectors for texts containing the same word with different meanings
must account for this distinction to accurately represent text semantics. Ad-
ditionally, although paragraph vectors can contain multiple topics and word
senses, they exist in the same space as word vectors and assume all words con-
tribute equally in weight and quality, ignoring word importance and uniqueness
across different texts.

Ling mapped word embeddings to latent topic spaces to capture different mean-
ings of word occurrences [4]. However, representing complex documents in the
same space as words reduces expressive power. In 2015, Mukerjee et al. pro-
posed idf-weighted averaging of word vectors to form document vectors [5], but
assumed all words in a text belong to the same semantic topic. In 2016, Gupta
proposed a method using word embeddings and tf-idf values to form composite
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document vectors called Bag-of-Words Vector (BoWV) [6]. The core idea be-
hind BoWV is that semantically different words belong to different topics, but
the model’s word vector averaging setup has certain limitations.

In 2017, Mekala et al. formed Sparse Composite Document Vectors (SCDV)
through soft sparse clustering of precomputed word vectors using tf-idf weight-
ing [7]. As a document feature vector formation technique, SCDV overcame
some limitations of widely used distributed paragraph vector representations.
However, this method largely ignored text word ambiguity issues and contextual
semantic feature problems. In 2020, Gupta et al. extended SCDV to SCDV-MS
by obtaining multi-sense embeddings on word vectors, emphasizing how poly-
semous embeddings resolve clustering disambiguation and improve embedding
performance, further enhancing SCDV [8]. This demonstrated that disambiguat-
ing polysemous words based on context enables better document representation.
Gupta also showed that sparsity constraints in clustering are beneficial, and
that further improving SCDV’s document representation capability requires
enhanced text word disambiguation ability.

To address these limitations, this paper combines pre-trained BERT contextual
embeddings as more robust semantic disambiguation-aware word embeddings
with SCDV soft clustering and adjusts anisotropy to improve comprehensive
performance in text semantic disambiguation, thereby enabling more effective
text representation.

2 Model Architecture
The proposed SCDVAB model framework consists of four main modules: (1)
corpus contextualization, (2) anisotropy adjustment, (3) word-cluster vector
formation, and (4) document representation formation. First, the corpus con-
textualization module disambiguates each occurrence of a word in the corpus
documents, processing every unique word in the corpus. Second, anisotropy ad-
justment reduces the impact on text word contextualization through the BERT
model. Third, the word-cluster vector formation module clusters the contextu-
alized word embeddings obtained in the previous step into k partitions through
sparse probability distribution weighting to obtain word-cluster vectors, pro-
cessing each disambiguated word in the corpus. Finally, the document repre-
sentation module generates the sparse composite document vector. The specific
process is shown in Algorithm 1.

2.1 Corpus Contextualization

The first step in the SCDVAB representation is corpus contextualization, which
aims to disambiguate word occurrences in corpus documents through individual
interpretation. For example, the word“水分”(moisture) in“植物是靠它的根从土壤中
吸收水分”(Plants absorb moisture from soil through their roots) and“他说的话有很
大的水分”(There is much exaggeration in his words) has different meanings based
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on its usage context. Given a word 𝑊 and its contextual forms 𝑤1, 𝑤2, … , 𝑤𝑛
across all corpus texts, we obtain its contextualized embedding representation
𝑏𝑖 for each 𝑤𝑖 using pre-trained BERT. The word disambiguation problem is
treated as a local clustering problem of contextualized word vectors [10]. We
cluster the contextualized word embeddings 𝑏𝑖 obtained through the pre-trained
BERT model, using k-means clustering to group the semantic disambiguation
word vectors 𝑤𝑖 into 𝑘 partitions of word 𝑊 in corpus 𝐶, where 𝑘 represents
all possible interpretations of word 𝑊 across all corpus texts. In contextual
semantic space, cosine distance can reflect directional differences, so we use
cosine distance between text words as the clustering metric.

Algorithm 1: SCDVAB (SCDV+Anisotropy+BERT) Algorithm
Input: Document 𝐷
Output: Document vector 𝑉𝐷

For each 𝑤𝑖, compute contextualized embedding representation using BERT
model;
Compute idf values: idf(𝑊𝑖);
Cluster 𝑏𝑖 based on K-means model to form 𝐾 clusters;
Let 𝐶𝑤

1 , 𝐶𝑤
2 , … , 𝐶𝑤

𝑘 serve as center nodes for the 𝐾 clusters;
Compute conditional dependency probability based on word 𝑊𝑖 and cluster 𝐶𝑘;
For each word in vocabulary 𝑉
 For each 𝑘
  For 𝑛 ∈ (1..𝑁) do
   Initialize text vector 𝑉𝐷𝑛

;
   For word 𝑊𝑖 in 𝐷𝑛

2.2 Word-Cluster Vector Formation

Let 𝐶𝑤
1 , 𝐶𝑤

2 , … , 𝐶𝑤
𝑘 be the 𝑘 cluster centroids obtained after k-means cluster-

ing of word 𝑊 . These 𝑘 centroids represent the polysemous meanings of word
𝑊 . After clustering each occurrence of word 𝑊 in the corpus, we perform
contextualized word sense disambiguation by computing cosine similarity be-
tween the BERT representation and centroid embeddings (i.e., 𝑏𝑖 and 𝐶𝑤

𝑗 ) to
find the nearest cluster centroid 𝐶𝑤

𝑘 , using that sense as the contextual disam-
biguation word embedding for that occurrence of word 𝑊 . We designate the
nearest cluster centroid to embedding 𝑏𝑖 as the contextualized disambiguation
word embedding for that occurrence of word 𝑊 . Repeating this process for all
occurrences of word 𝑊 yields the final contextualized disambiguation word em-
beddings. Each contextualized embedding of word 𝑊 serves as a disambiguated
word vector.

2.3 Anisotropy Adjustment

The anisotropy adjustment process uses three different metrics to measure a
word’s contextual representation: self-similarity, intra-similarity, and maximum
explainable variance [11, 12]. For self-similarity and intra-similarity, the baseline
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is the average cosine similarity between uniformly randomly sampled word repre-
sentations from different contexts. For maximum explainable variance (MEV),
we compute the proportion of variance explained by the first principal compo-
nent in uniformly randomly sampled word representations and subtract this
proportion from the original MEV. We use the last layer of BERT for word
embeddings [13].

Self-similarity refers to the average cosine similarity between contextualized rep-
resentations across 𝑛 unique contexts. Let 𝑓 𝑖

𝑠 be a function mapping 𝑤𝑖 to its
representation in layer 𝑙 of model 𝑀 . The more contextualized a word 𝑊 is,
the lower its self-similarity. A sentence’s intra-similarity is the average cosine
similarity between its word representations and the sentence vector (the average
of these word vectors).

Maximum explainable variance is the proportion of variance in contextualized
representations for a given layer that can be explained by the first principal
component, indicating the extent to which static embeddings can substitute for
a word’s contextual representation. Let 𝑊 be the event matrix of 𝑤𝑖 and 𝜎𝑖
be the singular values of the matrix.

To adjust anisotropy effects, we use three anisotropy baselines, each correspond-
ing to a contextual metric. For self-similarity and intra-similarity, the baseline
is the average cosine similarity between uniformly randomly sampled word rep-
resentations from different contexts. The more anisotropic the word representa-
tions in a given layer, the closer this baseline is to 1. For maximum explainable
variance, the baseline is the proportion of variance explained by the first prin-
cipal component in uniformly randomly sampled representations. The more
anisotropic the representations in a given layer, the closer this baseline is to
1. We subtract each metric’s respective baseline value to obtain anisotropy-
adjusted contextual metrics. Both original metrics and baselines are estimated
using 1K uniformly randomly sampled word representations.

Where 𝑂 is the set of all word occurrences. Contextualized representations
are typically more anisotropic in higher layers [14]. Contextual anisotropy also
manifests differently across models. Higher BERT layers show lower average
self-similarity; conversely, higher layers produce more specific contextualized
representations [15]. Representations of the same word in different contexts
still show greater cosine similarity than representations of two different words,
with this self-similarity being much lower in upper layers. Upper layers of con-
textualized models produce more specific contextual representations, similar to
how upper layers of LSTMs generate more task-specific representations.

2.4 Document Representation

For each word 𝑊𝑖 obtained from pre-trained BERT, we compute its word vector
𝑤𝑖 and idf value idf(𝑊𝑖), where 𝑉 is the vocabulary size. By introducing soft
clustering, we ensure each word belongs to each cluster category with a certain
probability 𝑃(𝐶𝑘|𝑊𝑖).
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We compute the probability of a given topic word and given word 𝑊𝑖 using
Bayes’rule. For each word 𝑊𝑖 in vocabulary 𝑉 and each cluster 𝐶𝑘, we create
𝑘 different 𝑑-dimensional word-cluster vectors 𝑊𝐶𝑉𝑖𝑘 by weighting the word’s
probability in the 𝑘-th cluster.

We concatenate all 𝑉 word-cluster vectors 𝑊𝐶𝑉𝑖𝑘 into a 𝐾 × 𝑑-dimensional
embedding and weight it using the inverse document frequency (idf) of 𝑊𝑖 to
form a contextualized word-topic vector 𝑊𝑡𝑉 𝑖:

𝑊𝑡𝑉 𝑖 =
𝐾

⨁
𝑘=1

idf(𝑊𝑖) × 𝑊𝑖 × 𝑃(𝐶𝑘|𝑊𝑖)

where ⨁ denotes concatenation. We initialize document vector 𝑉𝐷𝑛
for docu-

ment 𝐷𝑛 by summing the word-topic vectors of all words appearing in 𝐷𝑛:

𝑉𝐷𝑛
=

𝑗
∑
𝑖=1

𝑊𝑡𝑉 𝑖

Finally, for document 𝐷𝑛, we normalize the vector. Most values in 𝑉𝐷𝑛
are

very close to zero [16]. We make the document vector sparse by zeroing out at-
tribute values with absolute values close to the threshold, generating the sparse
composite document vector:

SCDV𝐷𝑛
= sparse(𝑉𝐷𝑛

)

3 Experiments and Analysis
To evaluate the comprehensive performance of the SCDVAB algorithm, we com-
pared its embedding accuracy against other state-of-the-art contextual embed-
ding techniques and conducted experiments on concept matching and semantic
textual similarity tasks.

3.1 Experimental Environment

The experimental environment is detailed in Table 1.

Table 1. Experimental Environment
| Component | Specification | |———–|—————| | CPU | Intel® Core™ i7-10710U | |
Programming Language | Python 3.7.11 | | OS | Windows 10 | | IDE | PyCharm
| | Deep Learning Framework | TensorFlow 2.4.1 |
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3.2 Datasets and Baselines

To analyze contextualized word representations, sentences were input into pre-
trained models. Experiments comparing accuracy were conducted on four widely
used public classification datasets: (1) Amazon dataset with 4 categories and
8,000 texts; (2) Classic dataset with 4 categories and 7,095 texts; (3) 20NG
dataset, a newsgroup text dataset with 20 categories and equal samples per
category, totaling 18,846 texts; and (4) Twitter dataset with 3 categories and
3,115 texts.

Baseline methods included doc2vecC, idf-weighted word2vec, BERT,
SCDV+word2vec, SCDV+BERT (weighted average), and SCDV+BERT.
Notably, SCDV+BERT (weighted average) was set as a baseline to analyze
whether word vectors based on word sense disambiguation can more effectively
capture multiple word meanings. The SCDV+BERT baseline was established
to analyze the impact of reduced anisotropy. We used 𝑘 = 6 with anisotropy
adjustment. Baseline results were taken from the experimental section of
Gupta et al., 2020 [17].

The concept matching task associates concepts with related items. The concept
matching dataset includes 537 item-concept pairs for 53 unique concepts from
Next Generation Science Standards (NGSS) and 230 unique items from Science
Buddies. Experiments compared cosine similarity with TF-IDF weighted vec-
tors, SCDV+Word2Vec, and pre-trained BERT baselines. Baselines were taken
from the 2020 experimental section of Zhang and Danescu-Niculescu-Mizil [18].

The sentence similarity task computes semantic similarity between two texts.
Experimental input data came from 27 semantic textual similarity (STS) tasks
spanning 2012-2016 [19]. The dataset includes 4 to 6 STS tasks per year, detailed
in Table 2. These datasets were selected because they contain sentences with
the same words appearing in different contexts, with multiple polysemous words
in all datasets. Baselines were taken from Perone et al., 2018 [20], Devlin et al.,
2019 [21], and Gupta et al., 2020 [17].

Table 2. STS Tasks
| Year | Tasks | |——|——-| | STS12 | MSRpar, headlines, deft-forum, answer-
forums | | STS13 | headlines, OnWN, deft-news, answers-students | | STS14
| plagiarism, SMT-eur, headlines, belief, postediting | | STS15 | ans-ans, ques-
ques, SMT-news, images, Tweet-news, headline-images | | STS16 | Various tasks
|

The superiority of the SCDVAB model on concept matching tasks indirectly
demonstrates its advantages in resolving text word ambiguity and accurately
defining semantic features of words in specific contextual environments.

Table 5. Comparison of SCDVAB with Latest Embedding Technolo-
gies on Various STS Tasks
(Shows Pearson correlation coefficients multiplied by 100 across different models
and tasks)
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3.3 Experimental Settings

We used the BERT base pre-trained model to obtain word embeddings and K-
means for contextual clustering of given words. For simplicity, experiments used
a similarity threshold (𝜏) of 0.8 for all data, resulting in multiple polysemous
representations per word. We analyzed the distribution of similarity degrees,
excluding words appearing in fewer than 5 unique contexts. Training and test
sets were split 80/20. For SCDV, word embedding dimensions were set to 200,
𝑘 = 6 for anisotropy adjustment, and 5-fold cross-validation was used to tune
SCDV’s sparse threshold.

3.4 Experimental Results and Analysis

Table 3 shows the accuracy performance of SCDVAB versus other baseline mod-
els on the four datasets, with results averaged over 10 training runs. The results
demonstrate that SCDVAB outperforms all other contextual text representation
methods across all datasets.

Table 3. Accuracy Comparison Between SCDVAB and Baselines
| Embedding Method | Amazon | Classic | Twitter | |——————|——–|———|———| |
Doc2vecC | - | - | - | | Word2vec (idf-weighted) | - | - | - | | SCDV+word2vec | -
| - | - | | BERT (weighted average)+SCDV | - | - | - | | BERT+SCDV | - | - | - |
| SCDVAB | - | - | - |

Analysis of Table 3 reveals that contextualized BERT+SCDV performs better
than weighted-average BERT+SCDV. While simple weighted averaging of word
vectors often produces effective sentence representations, it is less effective for
longer texts containing multiple sentences that may include words from numer-
ous topics. Experimental results show that word vectors based on word sense
disambiguation can capture multiple word meanings, proving the contribution
of semantic disambiguation. Furthermore, SCDVAB achieves accuracy improve-
ments of 0.85%, 1.72%, 1.2%, and 1.06% over BERT+SCDV across the four
datasets, respectively, demonstrating the advantageous impact of anisotropy
adjustment. SCDVAB’s superior performance over BERT (weighted aver-
age)+SCDV indicates that SCDVAB’s word vectors based on word sense disam-
biguation can effectively capture polysemous words, and anisotropy adjustment
enhances contextualized representation capability, better aligning with corpus
context.

Table 4. Comparison of Concept Matching Accuracy and F1 Values
| Embedding Method | Accuracy | F1 | |——————|———-|—-| | TF-IDF | - | - | |
Word2vec+SCDV | - | - | | BERT+SCDV | - | - | | SCDVAB | - | - |

Based on Table 4, SCDVAB achieves accuracy and F1 improvements of 4.2%
and 4% over pre-trained BERT, and 5.3% and 4.6% over Word2Vec+SCDV, re-
spectively. Compared to BERT+SCDV, SCDVAB shows improvements of 1.8%
and 0.8% in accuracy and F1, proving the importance of considering anisotropy.

Table 5 compares SCDVAB with various state-of-the-art embedding technolo-
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gies. The experimental data represents Pearson correlation coefficients multi-
plied by 100. SCDVAB significantly outperforms other baseline models across
datasets, proving the effectiveness of the improved model. The results show
that algorithm models incorporating SCDV achieve better performance than
other algorithms, primarily because SCDV extends representation capability
from sentences to texts through soft sparse clustering of pre-trained word vec-
tors, demonstrating SCDVAB’s superiority in leveraging SCDV. BERT+SCDV
shows slight improvement over Word2vec+SCDV but remains inferior to the en-
hanced SCDVAB, as SCDVAB considers the impact of anisotropy adjustment
on BERT word sense disambiguation.

To validate SCDVAB’s performance superiority, we present sample similarity
visualizations and analysis from the MSRvid task in the STS12 dataset, with
sample descriptions shown in Table 6 (standardized data).

Table 6. STS12 MSRvid Dataset Similarity Example Pairs
| Sentence 1 | Sentence 2 | PSIF | BERT+SCDV | SCDVAB | |————|————|——
|———–|——–| | Runners race around a track. | Runners compete in a track. | - |
- | - | | A man is riding a motorcycle. | A woman is riding a horse. | - | - | - |
| People are playing baseball. | The cricket player hit the ball. | - | - | - | | An
animated airplane is landing. | A plane is landing. | - | - | - |

Table 6 shows that similarity scores from SCDVAB are closer to given similarities
than other models, proving the improved model’s superiority in computing
semantic similarity between two texts.

Table 7 presents experimental results on text similarity tasks from STS16 to
further validate SCDVAB’s performance improvements.

Table 7. Experimental Results on Textual Similarity Tasks on STS16
| Tasks | Skip thoughts | PSIF+PSL | BERT+SCDV | SCDVAB | |——-|—————|
———-|———–|——–| | headlines | - | - | - | - | | plagiarism | - | - | - | - | | Post editing
| - | - | - | - | | ans-ans | - | - | - | - | | ques-ques | - | - | - | - | | STS16 | - | - | - | - |

The results show that the improved model outperforms other algorithms on
all datasets in STS16 tasks, proving SCDVAB’s superiority. PSIF+PSL out-
performs skip-thoughts because P-SIF learns topic-specific vectors from text,
considering text topic structure and utilizing partition averaging technology.
Skip-thoughts, based on skip-gram, lacks consideration of semantic features in
specific contexts. BERT+SCDV performs similarly to PSIF+PSL but slightly
worse, possibly because unimproved BERT has text length limitations while
PSIF+PSL is more targeted for long texts. SCDVAB’s improvement over
BERT+SCDV further demonstrates the importance of considering anisotropy.
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4 Conclusion
Considering the need to resolve word ambiguity in text representation and de-
fine semantic features of words in specific contextual environments, this pa-
per proposes the SCDVAB algorithm model for text semantic disambiguation.
By pre-training BERT contextualization and reducing anisotropy effects to en-
hance sparse text representation (SCDV), we provide a more efficient and accu-
rate text representation method for contextual document representation. Using
anisotropy-adjusted BERT semantic disambiguation word vectors with SCDV to
convert them into text feature vectors can accurately represent semantic features
of words in specific contexts, demonstrating strong practical significance. Ex-
perimental results show that SCDVAB outperforms other unsupervised methods
and excels in comprehensive text semantic disambiguation performance. The
model can effectively improve text representation-related tasks such as multi-
topic long text representation, multi-scenario text concept disambiguation, and
extractive reading comprehension.
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