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Abstract
To address the issues of the TextRank algorithm ignoring syntactic information
and thematic information when extracting document keywords, we propose a
document keyword extraction model based on syntactic analysis and thematic
distribution. The model extracts document keywords through a two-stage pro-
gressive process at the paragraph and document levels. First, at the paragraph
level, paragraph keywords are extracted by incorporating word co-occurrence,
syntactic, and semantic information; then, paragraphs are clustered according
to their themes to form paragraph topic sets; finally, document keywords are
extracted based on the distribution characteristics of paragraph topics. On
a public news dataset, the extraction performance of the model improved by
approximately 10% compared to the original TextRank. Experimental results
demonstrate that the method achieves significant performance improvement,
confirming the importance of syntactic and thematic information.
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Abstract: To address the limitations of TextRank in ignoring syntactic and
thematic information when extracting document keywords, this paper proposes
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a document keyword extraction model based on syntactic analysis and topic
distribution. The model employs a two-stage progressive extraction process at
the paragraph and document levels. First, it extracts paragraph keywords by
integrating word co-occurrence, grammatical, and semantic information. Then,
it clusters paragraphs according to their topics to form paragraph topic sets. Fi-
nally, it extracts document keywords based on the distribution characteristics of
paragraph topics. Experiments on a public news dataset demonstrate that the
proposed model improves extraction performance by approximately 10% com-
pared to the original TextRank. The results confirm significant improvements in
extraction effectiveness, validating the importance of grammatical and thematic
information.

Keywords: keyword extraction; TextRank; dependency grammar; semantic
distance; paragraph topic

0 Introduction
Keywords provide high-level summarization of document content and concise
expression of themes. Keyword extraction technology finds extensive industrial
application, with unsupervised methods being particularly favored for their ver-
satility. TextRank represents the most representative graph-based unsupervised
extraction algorithm, constructing a word graph where nodes represent words
and calculating node weights to extract keywords. However, it neglects seman-
tic and syntactic information as well as textual theme information, resulting in
suboptimal performance for long texts and multi-topic documents.

This paper proposes S-TAKE (Syntactic analysis and Paragraph Topic based
Article Keyword Extraction Model), a keyword extraction model founded on
syntactic analysis and document themes. The model uses paragraphs as the ba-
sic textual unit for keyword extraction and implements a two-stage process from
paragraph to document level. When extracting paragraph keywords, syntactic
analysis incorporates grammatical information into the word graph to mitigate
TextRank’s bias toward high-frequency words; word embeddings incorporate
semantic information into the transition matrix to address TextRank’s igno-
rance of semantic relationships between words; and using paragraphs as the
basic extraction unit resolves TextRank’s difficulties with long texts. When fil-
tering document keywords, paragraph themes are introduced to form thematic
keyword sets, and document keywords are selected based on theme importance
and other factors, solving TextRank’s problem of ignoring textual themes. The
main innovations are:

a) During word graph construction, syntactic analysis introduces grammat-
ical information and word embeddings introduce semantic information,
improving upon TextRank’s single-feature limitation, over-reliance on
high-frequency words, and lack of grammatical/semantic considerations.
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b) Using paragraphs as the basic extraction unit reduces computational com-
plexity, enhances intra-paragraph thematic coherence, and improves per-
formance on long texts where original TextRank performs poorly.

c) Clustering paragraphs by theme to form thematic keyword sets and select-
ing document keywords based on theme importance addresses TextRank’
s disregard for textual themes.

Experimental results demonstrate significant improvements in precision, recall,
and F-score compared to original TextRank and other combinations described
herein.

1 Related Work
Keyword extraction constitutes a fundamental task in text processing. Since
Luhn proposed frequency-based keyword extraction, researchers have developed
numerous approaches, categorized as supervised or unsupervised based on cor-
pus usage.

Supervised methods employ classification or sequence labeling for keyword ex-
traction, commonly using classifiers such as Naive Bayes, SVM, CRF, and MLP,
or neural networks for sequence labeling. These methods achieve good perfor-
mance but require annotated corpora, with effectiveness dependent on training
data, imposing significant application constraints.

Unsupervised methods quantify word importance for keyword extraction with-
out requiring annotated corpora, offering high versatility. They include statis-
tical, topic model, and graph-based approaches. Statistical methods measure
importance through statistical information but are sensitive to writing style
and ignore semantic relationships. Topic model approaches cluster words by
theme and select central words as keywords, considering thematic factors but
with theme distribution and word clusters heavily influenced by corpus char-
acteristics, creating divergence between cluster centers and actual keywords.
Graph-based methods treat words as nodes and edges as relationships, extract-
ing keywords through node weight calculation, exemplified by TextRank. How-
ever, TextRank only utilizes word co-occurrence information, with node weights
overly influenced by word frequency, prompting numerous improvement models.

The most common improvements incorporate statistical features into TextRank.
Sun et al. constructed new transition probabilities using a gravity model consid-
ering word influence, distance, and co-occurrence. Xia et al. defined word cov-
erage, position, and clustering influences to weight the transition matrix. Meng
et al. defined word span based on first and last occurrence distances, combining
it with word position for transition matrix weighting. Ai et al. comprehensively
considered word position, part-of-speech, and distribution to modify transition
matrix weights. Biswas et al. determined node weights depend primarily on fre-
quency, centrality, and neighbor positions. Niu et al. identified main influencing
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factors as word coverage, length, frequency, span, and position. Li et al. con-
structed transition matrices using the mean of TF-IDF values and information
entropy. Mao et al. used normalized Google distance for word pair weights
and incorporated WordNet information. However, statistical features are text-
dependent, and these improvements ignore semantic and syntactic information
while neglecting theme impacts on keywords.

Consequently, some improvements combine TextRank with other models, pri-
marily topic models and word representation models. When integrating topic
models, some research clusters candidate keywords by theme, constructing word
graphs based on word clusters and text information, represented by TopicRank,
Topical PageRank, and Multipartiterank. Other research weights transition
matrices based on word similarity under themes. When integrating word rep-
resentation models, semantic information optimizes the transition matrix. For
instance, Yu et al. used Word2Vec vector similarity to measure semantic dis-
tance, combining statistical information for transition matrix weighting. Xia
used word vectors for word clustering to improve inter-node transition prob-
ability calculation. Wang et al. introduced Doc2Vec to address weak global
representativeness of local information. However, these improvements ignore
grammatical information and fail to consider text theme distribution impacts
on keywords when using topic models.

2 S-TAKE Model
This paper proposes S-TAKE, a document keyword extraction model based on
syntactic analysis and document themes. Using paragraphs as the basic textual
unit, the model employs a two-stage paragraph-to-document extraction process
comprising“paragraph keyword extraction”and“document keyword filtering.”
For document D, the process first obtains its paragraph collection {P1, P2, ⋯,
P�}. According to the paragraph keyword extraction algorithm, paragraph word
graphs G� and transition matrices C� are constructed to calculate node weights
and obtain paragraph keyword sets KW�. Then, paragraph text generates para-
graph theme vectors PT�, and paragraphs are clustered by theme according to
the document keyword filtering algorithm. Paragraph keywords are combined
to form thematic keyword sets TK�, and document keyword set DK is derived
by filtering based on theme importance, word frequency, and other factors. The
model architecture is illustrated in Figure 1.

2.1 Paragraph Keyword Extraction Algorithm

Documents typically contain multiple themes. Traditional keyword extraction
methods construct word graphs using entire documents, ignoring multi-theme
characteristics and resulting in inconsistent themes within word graphs, yielding
poor document-level performance. Paragraphs, as basic document components,
exhibit high intra-paragraph thematic consistency, and document keywords are
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contained within paragraph keywords. Therefore, we propose using paragraphs
as the basic textual unit for keyword extraction.

The model extracts paragraph keywords based on TextRank. First, paragraph
word graph G = �V, E� is constructed, where vertex set V is obtained by fil-
tering paragraph tokenization results, and edge set E is obtained through syn-
tactic analysis incorporating grammatical information combined with word co-
occurrence. Then, word embedding models capture semantic information, and
different weights are assigned to edges based on semantic similarity to form tran-
sition matrix C. Finally, PageRank formulas calculate node weights PR using
word graph structure and transition matrix, and keywords are selected based
on node weights.

2.1.1 Graph Construction Based on Syntactic Analysis The word
graph G = �V, E� consists of vertex set V corresponding to candidate keywords
and edge set E corresponding to related keyword pairs.

1) Vertex Set V Acquisition
Word graph vertices correspond to words in the text. Due to keyword
characteristics and Chinese writing conventions, tokenization results re-
quire filtering to construct vertex set V. Filtering non-keywords explicitly
reduces graph scale, improves construction quality, and optimizes extrac-
tion performance.

Keywords reflect document themes and must be content words with actual mean-
ing. Filtering operates primarily based on part-of-speech and stopword lists.
The model considers nouns, verbs, numerals, adjectives, and adverbs as poten-
tial keyword parts-of-speech, filtering out other parts-of-speech and stopwords
to form the candidate keyword set, i.e., vertex set V.

2) Edge Set E Acquisition
TextRank uses word contextual features (co-occurrence) as the sole cri-
terion for word relationships, resulting in single-dimensional features sen-
sitive to writing style. Beyond contextual features, words possess gram-
mar information independent of writing style. Grammatical information
is manifested through dependency relationships between words, typically
obtained via syntactic analysis and represented as triples: (w�, w�, r�, S�,
R), where w� and w� are words with dependency relationship directed from
w� to w�; r� is the arc value representing dependency type; S� is the ana-
lyzed sentence; and R is the dependency type set. When a dependency
relationship exists between words and both belong to candidate keyword
set V, corresponding vertices are considered connected. If edge set E does
not contain this edge, it is added:

Edges obtained through syntactic analysis reflect grammatical associations,
demonstrating robustness to writing style variations. Grammatical associations
are unaffected by word distance, capturing long-distance relationships. How-
ever, a sentence contains only (word count - 1) dependencies, and edge quantity
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further decreases after word filtering, making word graphs overly sparse when
using only syntactic analysis. Additionally, since sentence cores are typically
verbs, exclusive use of syntactic analysis overemphasizes verb importance.

Therefore, the model considers both grammatical and co-occurrence informa-
tion dimensions when constructing word graphs, performing union operations
on edge sets obtained through both approaches. We propose a word graph
construction algorithm integrating grammatical and co-occurrence information:

Algorithm 1: Word Graph Construction Based on Syntactic Analysis
Input: Paragraph text P
Output: Paragraph word graph G�

a) Initialize word graph G�, G� = �V, E�, V = �, E = �

b) Initialize variable len(sliding window SW) = w

c) Segment P into sentence list {S1, S2, ⋯, S�}

d) FOR i = 1 to n:

e) Tokenize S� into word list {w�1, w�2, ⋯, w��}

f) Initialize filtered sentence SV = �

g) FOR w�� in S�:

h) IF w�� � filter dictionary:

i) Continue

j) IF w�� � vertex set V: Add v_w�� $\rightarrow$ V

k) Obtain sentence dependency set D = {d�1, d�2, ⋯, d����1�}

l) FOR d�� in D:

m) IF V_{wp}, V_{wq} � vertex set V and e = �V_{wp}, V_{wq}� � edge set E:

n) Add �V_{wp}, V_{wq}� $\rightarrow$ E

o) FOR j = 1 to len(SV):

p) FOR k = 1 to w:
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q) IF v_w�, v_w����� � edge set E: Add �v_w�, v_w������ $\rightarrow$ E

The resulting word graph simultaneously considers grammatical relationships
and sequential co-occurrence, addressing TextRank’s lack of grammatical in-
formation and long-distance word associations while avoiding sparsity and verb
overemphasis from pure dependency parsing.

2.1.2 Transfer Matrix Construction Based on Semantic Weighting
The transfer matrix represents core elements for paragraph keyword extraction,
with elements indicating inter-node transition probabilities expressible as edge
weight ratios. TextRank assigns uniform weights to all edges, assuming equal
transition probabilities from a node to its neighbors, but actual transitions
exhibit preferences. Since word graph vertices correspond to text words and
different edges connect different words, weights can be assigned by measuring
relationships between connected words.

The most direct method for measuring word relationships uses semantic in-
formation to calculate semantic distance. Semantic information is typically
represented through word vectors, including static vectors like Word2Vec and
dynamic vectors like BERT. Therefore, we incorporate semantic information via
word vectors to weight the transfer matrix.

Using paragraphs as the basic unit for graph construction leverages strong the-
matic cohesion—each paragraph corresponds to one theme, with keywords under
the same theme being semantically close. When measuring transition proba-
bility, higher semantic similarity yields higher transition probability. Vector
representations commonly use cosine distance to measure semantic proximity:

where x�, x� are word vectors and s�� is the cosine distance in [-1, 1]. Larger s��
indicates greater vector similarity and closer semantic meaning.

While considering semantic information, edge occurrence frequency must also
be incorporated. Edge frequency represents association counts between related
words—higher frequency indicates stronger contextual relevance. We construct
weight matrix W based on cosine distance and occurrence frequency:

Weighting the initial transfer matrix C0 using W yields the actual transfer ma-
trix:

Algorithm 2: Transfer Matrix Generation Based on Semantic Weight-
ing
Input: Paragraph text P, word graph structure G�
Output: Corresponding transfer matrix C

a) Construct two |V|×|V| matrices based on G�’s vertex set size: initial
transfer matrix C0 and weight matrix W

b) Initialize C0 according to G�’s edge set E
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c) Segment P into sentence list {s1, s2, ⋯, s�}

d) FOR i = 1 to n:

e) Tokenize S� into word list {w�1, w�2, ⋯, w��}

f) FOR e in edges contained in sentence S�:

g) Obtain vector representations x_w�, x_w� for edge-connected nodes V�, V_q corresponding to words w�, w�

h) Calculate edge weight S�� based on x_w�, x_w�

i) Add weight S�� to corresponding elements w_{pq} and w_{qp} in weight matrix

j) Multiply initial weight matrix C0 and weight matrix W element-wise to
obtain transfer matrix C

The resulting transfer matrix simultaneously considers semantic relationships
and word pair occurrence frequency, producing a matrix better aligned with
actual Chinese expression patterns.

2.1.3 PR Values and Keyword Selection With word graph G and transfer
matrix C obtained, PageRank’s PR formula calculates node weights:

where PR(v�) represents node v�’s weight; d is the damping factor; In(v�) is
node v�’s incoming node set; Out(v�) is node v�’s outgoing node set; and c��
represents transition probability from node v� to v� in matrix C. Node weights
require iterative calculation until stable. Since all node weights must be updated
simultaneously each iteration, matrix operations are employed. Using column
vector R� to represent all nodes’PR values at time t, the calculation formula at
time t+1 is:

where C is the transfer matrix and m is the node count in word graph G. It-
eration continues until weights stabilize or reach a predetermined count. At
stability, R��1 = R�. The final PR matrix R contains each node’s ultimate PR
value. Nodes are sorted in descending PR order, and top-K words are selected
as keywords.

2.2 Paragraph Clustering and Keyword Filtering Based on Themes

Original TextRank and its improvements construct word graphs at the document
level, destroying original textual and thematic structures while ignoring sub-
theme information. Chinese document themes typically exhibit hierarchical
structures, with each paragraph usually elaborating one theme. More important
themes receive more textual description, i.e., more paragraphs.
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Therefore, based on extracted paragraph keywords, the model proposes a doc-
ument keyword filtering algorithm based on themes. The algorithm first gener-
ates paragraph theme vectors PT� from paragraph P�’s text and clusters para-
graphs by theme using these vectors. Keywords from same-theme paragraphs
are merged to form thematic keyword lists. This approach fully considers tex-
tual structure and theme information, addressing original TextRank’s and other
methods’ignorance of textual and thematic structures. Finally, thematic key-
words are filtered based on word frequency and theme importance to obtain
document keyword set DK.

Algorithm 3: Document Keyword Filtering Based on Thematic Clus-
tering
Input: Paragraph P� text, paragraph keyword set KW�
Output: Document keyword set DK

a) FOR i = 1 to count(P�):

b) Generate paragraph theme vector PT� from paragraph P� text

c) Cluster paragraphs by theme based on PT� to form theme set {T1, T2, ⋯
, T�}

d) Merge paragraph keywords from same-theme paragraphs to form thematic
keyword sets

e) FOR i = 1 to m:

f) Calculate theme importance IT� based on paragraph count corresponding
to theme

g) Sort words in KWT� by frequency in theme-corresponding paragraphs in
descending order

h) Select top IT�×K keywords from KWT� and add to document keyword
set DK

i) IF count(DK) < K:

j) Sort all remaining thematic keywords by document frequency in descend-
ing order

k) Select top K-count(DK) keywords not in DK and add to DK

First, Sentence-Transformer constructs embedding representations for each
paragraph. Based on BERT, Sentence-Transformer has length limitations on
input text, employing truncation for texts exceeding limits.

Using the obtained embedding as paragraph theme vector PT�, K-means clusters
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paragraphs by theme to form theme-based paragraph sets. Since document
themes are generally limited, K is set to 3 for K-means.

Merging paragraph keyword lists under the same “theme”forms thematic key-
word lists KWT�. Keyword occurrence frequency in theme-corresponding para-
graphs is counted—higher frequency indicates greater theme representativeness.
Paragraph keyword lists are sorted in descending frequency order.

Different themes have varying importance to the text. Themes with more corre-
sponding paragraphs are more important and should occupy larger proportions
in the document keyword list. Therefore, theme weights IT� are assigned based
on corresponding paragraph counts:

where count(・) counts elements in parentheses. Based on weights, IT�×K key-
words are selected from each theme to contribute to document keywords. Dupli-
cate keywords are merged, and remaining keywords are supplemented according
to frequency to form the final document keyword list DK.

3 Experiments
3.1 Experimental Data and Environment

Experiments selected two original datasets, filtered to construct experimental
data.

Original Dataset 1 is the Southern Weekend news dataset constructed by Xia
et al. Randomly selecting 300 articles exceeding 1000 characters and splitting
original keywords by basic words formed the nz_{news} dataset, containing
1090 unsplit keywords and 1467 split keywords, averaging 2766.790 characters,
3.633 unsplit keywords, and 4.890 split keywords per article.

Original Dataset 2 comprises news data crawled from various portals with in-
divisible keywords. Randomly selecting 300 articles between 500-1000 charac-
ters formed the random_{news} dataset, containing 4642 keywords, averaging
729.197 characters and 15.473 keywords per article. Sample data are shown in
Figure 2.

The experimental environment is detailed in Table 1.

Experiments adopt precision (P), recall (R), and F-score (F) as evaluation met-
rics. Let A represent the correct keyword set provided by the test dataset and
E represent the extracted keyword set. Evaluation formulas are:

3.3 Results and Analysis

Experiment 1: Performance Comparison Across Different Keyword
Counts
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To validate extraction effectiveness and the impact of different keyword quanti-
ties, experiments were conducted on nz_{news} and random_{news} datasets
using methods M1-M5 to extract 3, 5, and 7 keywords.

Experiment 2: Impact of Sliding Window Length on Keyword Ex-
traction
Co-occurrence window length determines co-occurrence pair count and signifi-
cantly affects graph construction. To verify its impact, methods M1 and M5
extracted 10 keywords using window lengths 2-6 on random_{news} dataset.

Method M1 (original TextRank) shows decreasing extraction effectiveness on
random_{news} as window length increases, consistent with its original paper’
s conclusion of using window length 2. Method M5 achieves best performance
at window length 4, with gradual decline thereafter. Results suggest that depen-
dency relationships mitigate the impact of increasing co-occurrence windows to
some extent.

Method M6 (S-TAKE Model) Validation
Method M6 represents the S-TAKE model. To validate its effectiveness, it is
compared with method M5 on nz_{news} dataset (random_{news} lacks para-
graph information). With co-occurrence window length 3, experiments extract
5, 7, and 10 keywords, comparing performance on“split keywords”and“unsplit
keywords.”

When keyword count is 5, S-TAKE outperforms M5 on “unsplit keywords”
but underperforms on “split keywords.”At keyword counts 7 and 10, S-TAKE
comprehensively outperforms M5.

Using the corpus excerpt in Figure 2(a) and “split keywords”as the standard,
original TextRank extracting 7 keywords yields: [Japan, defendant, corporation,
court, China, Mitsui, merchant ship, report, vessel, according to law]. S-TAKE
yields: [Japan, Shinzo Abe, corporation, China, merchant ship, Mitsui, Ya-
sukuni Shrine, according to law, vessel, report]. For top-3 keywords, TextRank
hits 2 while S-TAKE hits 3; for top-7, TextRank hits 4 while S-TAKE hits 5;
for top-10, TextRank still hits only 4 while S-TAKE hits 6. Using“unsplit key-
words”as the standard with 10 extracted keywords, original TextRank hits only
2 while the proposed method hits 3. Both methods struggle with “compound”
keywords.

Analysis reveals that split keywords generally represent refined expressions of
themes, often co-occurring with theme words in keyword lists (e.g., “pension-
pension,”“medical insurance-insurance”), with theme words having greater
weights. When ignoring themes and extracting few keywords, multiple words
from the same theme are easily selected, making split keywords more likely
to be extracted. Thus M5 outperforms S-TAKE on “split keywords”when
extraction counts are low. However, S-TAKE considers thematic elements and
extracts theme words from other document themes, yielding better performance
on “unsplit keywords.”
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4 Conclusion
This paper enhances TextRank by incorporating syntactic and semantic infor-
mation, improving keyword extraction capability. Based on Chinese writing
characteristics, it proposes constructing word graphs at the paragraph level and
obtaining document keywords through paragraph theme clustering, addressing
TextRank’s ignorance of textual structure and theme information. Experimental
results demonstrate significant S-TAKE performance improvements over origi-
nal TextRank, proving the importance of grammatical and semantic informa-
tion, the significance of theme information, and validating the paragraph theme
clustering approach.

The research also raises new questions: how to better model paragraph themes
to reduce errors, how to assign different weights to different dependency relation-
ships, and how to weight forward/backward directions of the same dependency
edge. Future work will continue investigating these aspects.
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