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Abstract
Mobile crowdsensing data contains image and spatio-temporal contextual infor-
mation that can be utilized for detecting changes in street view images; how-
ever, such data is typically low-quality and non-standard. To accurately detect
changes in street scenes, this paper primarily addresses the data quality issues
arising from viewpoint variations during capture. First, to tackle the large par-
allax problem, an image registration method is employed to preliminarily align
images and extract registration feature points. Then, based on the distribution
of these registration feature points, Regions of Interest (ROIs) are extracted
from the images. Third, to address false positives in difference images, a filter-
ing method based on area and multiple feature points is proposed to eliminate
false detection regions. Finally, edge detection and superpixel segmentation al-
gorithms are combined to extract complete changed objects. Compared with
the MDFNet method, experimental results demonstrate that when street view
changes occur, the proposed method achieves an F1-Measure value of 55.8%,
representing a 6% improvement, and an error rate of 10.8%, representing a 24%
reduction; when no street view changes occur, the error rate of the proposed
method is 2.8%, representing a 28% decrease.
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Abstract: The images and spatiotemporal contextual information contained in
mobile crowdsensing data can be utilized to detect changes in street view images.
However, crowdsensing data are typically low-quality and non-standard. To
accurately detect street view changes, this paper primarily addresses the data
quality issues caused by differences in shooting perspectives. First, to tackle
large parallax problems, an image registration method is employed to initially
align image pairs and extract registration feature points. Second, based on the
distribution of these registration feature points, regions of interest are extracted
from the images. Third, to eliminate false detections in difference images, a
screening method based on area and multi-feature points is proposed to remove
erroneous detection regions. Finally, complete changed objects are extracted by
combining edge detection and superpixel segmentation algorithms. Compared
with the MDFNet method, experimental results show that when street view
changes occur, the proposed method achieves an F1-Measure of 55.8% (a 6%
improvement) and an error rate of 10.8% (a 24% reduction). When no changes
occur, the proposed method’s error rate is only 2.8%, representing a decrease
of approximately 28%.

Keywords: mobile crowdsensing; image registration; change detection; street
view; electronic map

0 Introduction
With the rapid development of urban and rural construction in China, road
infrastructure is constantly evolving, and people’s demands for travel assis-
tance software are becoming increasingly diverse. Various electronic map ap-
plications have brought convenience to daily travel, and current mobility has
become largely dependent on electronic maps. Building upon this foundation,
services such as Google Street View and Baidu Street View leverage virtual
reality technology to map panoramic street photographs onto electronic maps,
enabling users to virtually traverse the globe from their homes.

Street view imagery not only provides convenience and safety for travel, such as
through road defect warnings [1,2], but also offers a platform for urbanization
development [3]. Professional street view vehicles are the primary tools for street
view image collection and updating, yet the workload for regular updates is sub-
stantial. Mobile crowdsensing utilizes mobile smart devices (e.g., smartphones)
carried by individuals to sense and collect information, offering low-cost data
acquisition with extensive coverage that can be applied to street view image up-
dates [4], road condition monitoring [5,6], and environmental quality detection
[7].

chinarxiv.org/items/chinaxiv-202205.00027 Machine Translation

https://chinarxiv.org/items/chinaxiv-202205.00027


Street view change detection based on mobile crowdsensing offers excellent spa-
tiotemporal advantages, including low-cost image collection, rapid updates, and
wide coverage [8,9], enabling short-cycle updates of street view maps. However,
crowdsensing data suffers from drawbacks such as low quality, redundancy, large
variations, and non-standardization [8].

Street view changes are typically detected by comparing differences between
photographs taken at different times. While crowdsensing-based collection is
more flexible than street view vehicles, photographs are affected by factors such
as angle differences and lighting variations, resulting in relatively low dataset
quality that makes it difficult to judge street view image changes based on image
differences alone. First, because collectors’positions are not fixed, differences
between two street view images may be caused by perspective variations, lead-
ing to detection failures. Second, image differences manifest at the pixel level,
whereas street view changes occur as objects appearing or disappearing, requir-
ing expansion from pixel-level difference information to obtain specific changed
objects.

To address these two challenges, this paper’s contributions include: (a) propos-
ing an end-to-end algorithm framework for detecting changed objects in street
view image pairs with large parallax, which solves parallax issues through image
registration and introduces an algorithm to eliminate false detection informa-
tion based on multi-feature point spatial distribution; (b) extracting specific
changed objects by combining edge detection and superpixel segmentation al-
gorithms according to the continuity of object boundaries; and (c) collecting
and constructing a campus street view image dataset using a campus as the
test scene, demonstrating the method’s effectiveness through comparison with
recent related work.

1 Related Work
Numerous studies have investigated street view change detection methods [10–
24], which can be categorized into 2D image change detection and 3D scene
modeling detection based on change type, methodology, and application.

2D image change detection represents the primary approach for street view
change detection [10–19]. Traditional methods create appearance models of
street views from a set of images captured at different times and compare them
with newly captured query images to detect changes. The main focus of such
research is handling irrelevant appearance changes, such as illumination differ-
ences [10]. To more accurately detect real changes from irrelevant appearance
variations, Zhao et al. [11] proposed a siamese encoder-decoder network struc-
ture for semantic-level change detection. Chen et al. [12] added a dynamic-aware
temporal attention module to the encoder-decoder architecture, combined with
horizontal and vertical concurrent attention modules to refine detection results.
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Other studies have proposed extracting and fusing features from different net-
work layers to detect changes from global to local regions [13].

Extensive research has also addressed perspective differences. Sakurada et
al. [14] proposed a change detection method combining convolutional neural
network features with superpixel segmentation. Other neural network-based
detection methods include: ChangeNet [15], which fuses multi-layer features
through combined convolutional and deconvolutional networks to obtain change
information at different scales; a street view image change detection method
combining semantic segmentation models and graph cuts [16]; MDFNet (Mul-
tiple Difference Features Network) [17], which fuses multiple difference features
to obtain multi-scale change information; and Mask-CDNet (Mask based Pixel
Change Detection Network) [18], which uses optical flow estimation to register
image pairs and obtain mask images, then combines original image structural
information to derive change regions.

Beyond perspective differences, Guo et al. addressed image variations caused by
scaling and rotation by proposing the fully convolutional siamese metric network
CosimNet, incorporating threshold-contrast loss to penalize noisy changes [19].

Numerous solutions also exist in the 3D domain [20–22]. These methods col-
lect multiple street view images to construct Multi-View Stereo (MVS) models,
detecting changes by comparing differences between new and original models
and locally updating the MVS. The accuracy of such comparisons depends on
the quality of the available MVS reconstruction. Scene 3D models are typically
created using 3D sensors rather than ordinary cameras. Some studies connect
multi-sensor fused Simultaneous Localization and Mapping (SLAM) with rapid
dense 3D reconstruction pipelines, feeding coarsely registered image pairs to
Deconvolutional Networks (DN) for pixel-wise change detection [20]. Other
research reprojects images onto another view through 3D models to discover
changes between image pairs, using multiple image combinations to resolve am-
biguities during detection and estimate the 3D location of changes [21]. These
methods are designed for maintaining/updating existing 3D city models.

Another research type uses large-scale multi-view street view images to create
spatiotemporal models through structure-from-motion methods. Some studies
utilize decades of urban photographs to enable specific types of temporal in-
ference, such as estimating building construction times [23,24]. Conceptually,
these methods use Internet image datasets to detect scene changes, such as
variations in advertisements and building wall paintings. Assuming sufficient
multi-view images of a scene are available, these approaches can reconstruct 3D
scene models using SFM (Structure From Motion).

Urban street view image updating based on crowdsensing primarily identifies
street view changes through differences in smartphone-captured photographs,
also detecting changes by comparing street view images taken by participants at
different times. The proposed method belongs to the 2D image change detection
category. Unlike traditional detection methods and existing neural network
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approaches, this method detects changes in parallax street view image pairs and
extracts specific changed objects through multiple image processing modules
without requiring extensive data training or semantic segmentation.

2.1 Algorithm Framework
Street view change detection primarily involves difference detection between
two photographs with similar shooting contexts (including location and angle),
comprising four steps: image preprocessing, change region extraction, change
region filtering, and change region expansion, as illustrated in the framework
diagram (Fig. 1).

(a) Image Preprocessing. This includes resizing image pairs to the same di-
mensions, using histogram specification [25] to align their gray-level histograms,
and employing image registration algorithms to align street view image pairs.
This paper uses the APAP (As-Projective-As-Possible) algorithm [26] based on
SIFT (Scale-Invariant Feature Transform) feature points as an example. The
smallest rectangular region covering all registration feature points is extracted
as the Region of Interest (ROI) for further processing to reduce unnecessary
computation.

(b) Change Region Extraction in ROI. This involves obtaining a binary
difference map through image subtraction, using a multi-seed region growing
method based on thresholds to extract sky regions and address sky region vari-
ability [27], applying hole-filling to address pixel loss caused by registration,
and using morphological operations to segment change content into multiple
sub-regions.

(c) Change Region Filtering. This includes using area-based filtering to
remove change sub-regions with excessively small pixel areas and using multi-
feature point filtering to remove sub-regions with numerous distributed feature
points.

(d) Change Region Expansion and Complete Object Extraction. Fi-
nally, change regions are expanded to extract complete changed objects. This
involves using edge detection to extract object contours from change regions,
applying edge expansion through 4-neighborhood extension to obtain complete
object outlines, and combining superpixel segmentation [28] to extract complete
changed objects.

2.2 ROI Image Extraction
ROI image extraction aims to segment the image region used for street view
change recognition and eliminate other regions, as areas without feature point
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distribution are either non-overlapping or unregistered, and operating on such
regions would generate substantial unnecessary and erroneous computations.

Let the original street view image be denoted as 𝐼𝑡 and the newly submitted im-
age as 𝐼 . After registering street view images 𝐼 and 𝐼𝑡, we obtain the transformed
image 𝐼′ mapped from 𝐼𝑡. Since the APAP algorithm [26] is a unidirectional
registration algorithm where the target image 𝐼 does not undergo deformation
during registration, the smallest rectangular region in image 𝐼 covering all reg-
istration feature points is used to extract the ROIs of both 𝐼′ and 𝐼 , denoted
as 𝑅𝑡 and 𝑅, respectively. 𝑅𝑡 and 𝑅 are sub-images of 𝐼′ and 𝐼 . Registration
feature points refer to the SIFT feature points used in the APAP algorithm to
estimate the homography matrix 𝐻.

2.3 Street View Change Region Extraction
The street view change region extraction process consists of four components:
image differencing, sky elimination, edge repair, and region connectivity.

After registration, the pixel information at corresponding positions in images 𝑅𝑡
and 𝑅 can be considered aligned. The resulting difference image represents the
change image. To simplify computation, color images 𝑅𝑡 and 𝑅 are converted to
grayscale using Eq. (1), and the difference between the two grayscale images is
computed to obtain the difference image 𝐷. Otsu’s method [29] is used to find
the optimal threshold for converting image 𝐷 into a binary image 𝐷′, where
pixel values of 1 represent differing regions between the two images and values
of 0 represent identical regions.

𝑔𝑦 = 0.299 × 𝑟 + 0.578 × 𝑔 + 0.114 × 𝑏 (1)

where 𝑟, 𝑔, and 𝑏 represent the red, green, and blue channel values, respectively,
and 𝑔𝑦 represents the grayscale value.

Typically, two photographs are captured at different times, and varying weather
conditions and clouds may be falsely detected as difference regions. Therefore,
sky region elimination is crucial for street view difference detection. Seed region
growing based on threshold segmentation is a common method for sky region
extraction, but using a single seed point often leads to incomplete sky region seg-
mentation. This paper employs a multi-seed region growing method to extract
sky regions [21].

The binary mask images of sky regions extracted from 𝑅𝑡 and 𝑅 are denoted
as 𝑀𝑡 and 𝑀 , respectively, where pixel values of 1 represent sky regions and
values of 0 represent non-sky regions. After applying hole-filling to 𝑀𝑡 and 𝑀 ,
the sky portion of the difference map 𝐷′ is updated using Eq. (2):
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𝐷′
𝑥,𝑦 ← 𝐷′

𝑥,𝑦 ∧ ¬𝑀𝑥,𝑦 (2)

where 𝑀𝑥,𝑦 represents the pixel value of image 𝑀 at position (𝑥, 𝑦).
Edge regions of registered images may exhibit pixel blocks with value 1 due
to boundary pixel loss after large deformations. Such black pixel blocks may
be extracted as change regions after image subtraction, necessitating pixel loss
region filling before extracting change content from 𝐷′. The filling method is
shown in Eq. (3):

𝐷′
𝑥,𝑦 ← 0 if 𝐷𝑥,𝑦 = 0 ∧ (𝐷𝑥−1,𝑦 = 1 ∨ 𝐷𝑥+1,𝑦 = 1 ∨ 𝐷𝑥,𝑦−1 = 1 ∨ 𝐷𝑥,𝑦+1 = 1)

(3)

where 𝐷𝑥,𝑦 represents the pixel value of 𝐷 at position (𝑥, 𝑦).
In the binary difference image 𝐷′, change object contours may be unclear, with
hollow regions inside and adjacent objects potentially connected, resulting in
both black and white point noise. After applying opening and closing opera-
tions to eliminate black and white noise, multiple noise-free connected regions
are obtained. Finally, connected regions are derived through 4-neighborhood
connectivity of binary difference image pixels. These connected regions consti-
tute the initial change regions, with the number of connected regions represent-
ing the number of change regions. This set of change regions is denoted as
𝐶1.

2.4 Change Region Filtering
𝐶1 contains some falsely detected change regions caused by imprecise image
registration that must be eliminated. The main types of false detection regions
include: (a) small-area false detection regions caused by minor deformations,
and (b) false detection regions resulting from occlusion issues caused by per-
spective differences. For type (a), an area-based filtering method is used; for
type (b), a grid-based screening method using multi-feature points is employed.
The flowchart is shown in Fig. 2.

2.4.1 Area-Based Filtering Method

This paper focuses on relatively large change regions in street view images,
and small-area regions composed of misaligned difference pixels can be ignored.
Change regions with excessively small areas can be filtered out, with the filtering
threshold denoted as 𝑡ℎ (in this paper, 𝑡ℎ = 0.03). After removing small-area
candidate regions using Eq. (4), a new change region set 𝐶2 is obtained:

𝐶2 ← {𝑐 ∣ 𝑐 ∈ 𝐶1, 𝑆(𝑐) > 𝑡ℎ × 𝑆𝑅} (4)
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where 𝑆(𝑐) represents the area of change region 𝑐, and 𝑆𝑅 represents the area
of the ROI image.

2.4.2 Multi-Feature Point Filtering Method

Changed regions contain relatively few matching feature points, making the
number of matching feature points a useful indicator for determining whether a
region represents a true change. However, objects in change regions lack match-
ing feature points, and relying solely on SIFT feature points is insufficient in
terms of quantity. Moreover, due to perspective differences, feature descriptors
require scale invariance. Therefore, this paper combines SIFT and ORB (Ori-
ented FAST and Rotated BRIEF) features to create a multi-feature point set,
increasing both the quantity and diversity of feature points.

To ensure the quality of matching feature points, the RANSAC algorithm is
used to filter out incorrect feature point matches. All subsequent feature point
extractions employ RANSAC by default.

Since the spatial distribution of matching feature points in images is non-uniform
—for instance, if numerous matching feature points are clustered, a larger region
containing these clustered points would still have many matching feature points
—directly using the number of matching feature points can easily lead to mis-
judgment. Therefore, this paper adopts a grid-based feature point quantity
comparison method.

Because multi-feature point matching is inevitably affected by perspective differ-
ences, this paper proposes extracting SIFT and ORB features from image pairs
(𝑅𝑡, 𝑅) and (𝐼𝑡, 𝐼) separately and combining them into a new multi-feature set,
thereby increasing both feature point quantity and matching “field of view.”

The change region set 𝐶2 may contain regions where no actual changes occurred.
For any region in 𝐶2, sub-images on 𝑅𝑡 and 𝑅 are extracted and denoted as
𝐼1 and 𝐼2. Each sub-image is divided into a 5 × 5 grid. The similarity index
𝑑 between images is represented by the inverse of the number of grids covering
matching feature points, as shown in Eq. (5):

𝑑 = 1
max(𝑔𝑛1, 𝑔𝑛2) (5)

where 𝑔𝑛𝑖 represents the number of grids covering matching feature points in
image 𝐼𝑖. A larger similarity index indicates greater similarity between images.

The similarity index 𝑑𝑘 for sub-image 𝑘 is calculated using Eq. (6):

𝑑𝑘 = 1
max(𝑔𝑛1, 𝑔𝑛2) (6)

If the similarity index is less than threshold 𝑡ℎ𝑟, the region is removed from 𝐶2.
The final filtered change region set is denoted as 𝐶3.
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2.5 Change Region Expansion
After filtering change regions, region connectivity and expansion methods are
required to obtain complete change regions and extract changed objects. Edge
pixels of the same object typically exhibit continuity and similarity. Therefore,
starting from edges for connected region expansion, edges are first detected to
extract regions containing changed objects in the image, followed by superpixel-
based segmentation.

(a) Edge Detection and Connectivity. The Sobel operator is used for edge
detection on sub-images of change regions in 𝐶3 to obtain a gradient magnitude
map. After removing points with excessively small gradient values (threshold
= 80), pixels with non-zero gradient values serve as initial edge points and are
placed in set 𝐺. Each point in 𝐺 is then traversed in the original image, and its
connected points are gradually added to 𝐺. Point 𝐴 is considered a connected
point of point 𝐵 if three conditions are met: (1) point 𝐴 is adjacent to point
𝐵; (2) in the gradient magnitude map, the difference between gradient values
at points 𝐴 and 𝐵 is less than threshold 𝑡ℎ𝑔 (in this paper, 𝑡ℎ𝑔 = 50); and
(3) within a 21 × 21 pixel neighborhood centered at 𝐴, there are no matching
feature points. The region composed of points in 𝐺 is the connected region.

(b) Superpixel Segmentation for Complete Object Extraction. Based
on the superpixel segmentation method [22], complete changed image content
is obtained. First, 𝑛𝑠 seed points are randomly selected, and the superpixel
method segments the original image into 𝑛𝑠 irregularly shaped pixel blocks. For
each pixel point 𝑔𝑖 in set 𝐺, Eq. (7) calculates the distance to seed points within
a radius of 𝑞 pixels (in this paper, 𝑞 = 10), finding the nearest seed point 𝑠𝑗.
The pixel blocks containing 𝑔𝑖 and 𝑠𝑗 are then merged, and the center point of
the merged pixel block serves as a new seed point for the next iteration.

distance(𝑝, 𝑞) = ‖𝑏𝑝 − 𝑏𝑞‖ + 𝑘 × ‖𝑙𝑝 − 𝑙𝑞‖ (7)

where 𝑏𝑝 represents the RGB color vector of pixel 𝑝, 𝑙𝑝 represents the position
vector of pixel 𝑝, and 𝑘 is a weight coefficient.

After 𝑛 iterations, the pixel block corresponding to each pixel point in set 𝐺
represents the final annotated street view change region.

3 Experiments
3.1 Dataset

The experiments used a campus as the street view change detection scenario,
recruiting five volunteers to collect data according to specified shooting loca-
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tions and poses. Shooting pose includes azimuth and pitch angles. By utilizing
smartphone sensors, the data collection app ensured that deviations in azimuth
and pitch angles during shooting did not exceed 3 degrees, and GPS positioning
distance was within 1 meter. The image collection time span was no more than 3
months. A total of 100 campus street view image groups were collected, covering
15 scenes, with all experimental images uniformly compressed to 640×480 pixels.
The 100 street view image groups were divided into two sets: the first set (G1)
contained 60 image pairs with street view changes, while the second set (G2)
contained 40 image pairs without changes. To evaluate and compare method
effectiveness, the dataset was annotated, with 0 (black regions) representing
non-change areas and change regions retaining their original color information.
Data primarily captured changes in road and building facade objects, such as
decorations, obstacles, and appearance/disappearance of vehicles.

3.2 Experimental Parameters

Through extensive experimentation, the parameter set yielding the best results
was selected for this study. Some parameters were directly provided in the text
and are not reiterated here. In street view change region extraction, the opening
operation used a 5 × 5 convolution kernel, while the closing operation used a
15×15 kernel. In change region filtering, SIFT feature matching parameters were
consistent with those in reference [26]; the distance threshold for ORB feature
matching was set to 0.9; the ratio threshold for APAP algorithm matching was
set to 0.8 (i.e., the ratio of best to second-best matching feature vector distances
was less than or equal to 0.8). Additionally, the maximum RANSAC iteration
count was set to 90, and the maximum pixel distance between projected and
corresponding positions was set to 60. In change region expansion, the initial
seed point count 𝑛𝑠 for superpixel segmentation was 3000, the weight coefficient
𝑘 was 1.5, and the seed point iteration count 𝑛 was 10.

3.3 Evaluation Metrics

Four evaluation metrics were adopted: precision, recall, F1-Measure, and error
rate. Precision refers to the proportion of correctly detected change region area
relative to the total detected change region area within ROI images (the effective
detection region, i.e., the overlapping area of two input images). Recall refers to
the proportion of correctly detected change region area relative to the ground
truth change region area within ROI images. F1-Measure is calculated from
precision and recall. Error rate refers to the proportion of incorrectly extracted
change region area relative to the ground truth non-change region area within
ROI images.

To verify the proposed algorithm’s effectiveness, Otsu’s method [29] combined
with image differencing served as the baseline method, and comparisons were
made with methods from references [15–17].
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3.4 Experimental Results Analysis

When training the ChangeNet model from reference [15] and the MDFNet model
from reference [17], in addition to the PCD dataset mentioned in [17], 70 image
pairs from our collected data were added (42 pairs from G1 and 28 pairs from
G2), with data augmentation applied. The DeeplabV3+ network from reference
[18] was trained using the Camvid dataset. The following visualization results
were obtained from the model with the smallest test set loss across 50 training
epochs.

The average precision, recall, F1-Measure, and error rate of the proposed method
on datasets G1 and G2 are summarized in Table 1. For dataset G2, where image
pairs contain no changes, precision, recall, and F1-Measure are not applicable
and thus not evaluated.

Table 1. Experimental Results

Method Precision Recall F1-Measure Error Rate
Baseline (G1)
Reference [15] (G1)
Reference [16] (G1)
Reference [17] (G1)
Proposed (G1)
Baseline (G2)
Reference [15] (G2)
Reference [16] (G2)
Reference [17] (G2)
Proposed (G2)

Results show that for G1 data, the proposed method achieved an F1-Measure
of 55.8%, representing improvements of approximately 38%, 24%, 7%, and 6%
over the baseline, reference [15], reference [16], and reference [17] methods, re-
spectively. The proposed method’s average error rate was 10.8%, decreasing
by approximately 35%, 20%, and 24% compared to the baseline, reference [16],
and reference [17] methods, respectively, while increasing by about 9% com-
pared to reference [15]. For G2 data, the proposed method achieved an average
error rate of 2.8%, decreasing by approximately 46%, 29%, and 28% compared
to the baseline, reference [16], and reference [17] methods, respectively, while
increasing by about 2% compared to reference [15].

For more direct comparison, Figures 3–5 present visualization comparisons
of three randomly selected image pairs not used in training. When change
content exists in image pairs (Figures 3 and 4), comparing detection results
(c)(d)(e)(f)(g) with ground truth annotations (h) demonstrates that the
proposed method detects changed objects in street view image pairs more
accurately than comparative methods. When no change content exists (Figure
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5), the proposed method produces no false detections, while other comparative
methods (except reference [15]) still show large false detection regions.

Combining metrics and visualization results, the proposed method overall out-
performs comparative methods and extracts changed objects more accurately.
Reference [15] achieved the lowest error rate and relatively low recall on both
datasets, demonstrating accurate detection of local changes but weaker capa-
bility in extracting larger changed objects. Although reference [16]’s method
exhibits certain robustness to parallax through semantic segmentation, its pixel-
wise comparison approach cannot achieve satisfactory results for distortions
caused by image registration, and its error rate is higher. Incomplete semantic
segmentation correctness in complex street view environments also contributes
to this limitation. Reference [17]’s method ranks second to the proposed method;
its extracted multi-layer difference features at different scales handle parallax
issues reasonably well but exhibit suboptimal detail processing capability and
higher false detection rates. The proposed method leverages registration feature
point pair distribution information to better handle differences caused by im-
precise pixel alignment. Finally, by exploiting the continuity property of object
edges and focusing on extracting specific changed objects, the method improves
precision, recall, and F1-Measure while reducing error rate.

4 Conclusion
This paper proposes a framework and method for detecting street view changes
based on crowdsensing data. Experiments conducted on a campus street view
image dataset captured by volunteers demonstrate that the method can cur-
rently detect street view change content with reasonable accuracy. The pro-
posed method relies heavily on image registration feature point pair distribu-
tion information and improves registration accuracy through multi-feature point
combination, though this increases computational cost. The APAP image reg-
istration algorithm used in this paper warrants further improvement. Future
work will investigate how to combine feature point spatial distribution informa-
tion with lightweight neural networks to better accomplish street view image
change detection tasks based on crowdsensing.
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