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Abstract
To address the issues of insufficient feature extraction for facial expressions and
inadequate generalization capability of lightweight networks in complex environ-
ments, as well as ambiguous expressions caused by single-label datasets’inability
to effectively describe complex emotional tendencies, a facial expression recogni-
tion method combining improved ShuffleNet with label distribution learning is
proposed. Without substantially increasing computational complexity, a novel
output module is designed to improve the ShuffleNet model to prevent overfit-
ting; to enhance the model’s capacity for extracting important local detail fea-
tures from facial expression images, a parallel deep convolutional residual mod-
ule is designed, enabling the fusion of local and global features. To reduce the
adverse impact of ambiguous expressions on recognition performance, the label
distribution learning method is employed to fully utilize the dataset’s inherent
information to generate label distributions without introducing additional infor-
mation, and the improved ShuffleNet model is retrained. Experimental results
show that the method achieves accuracies of 87.15%, 62.05%, and 58.49% on
the RAF-DB, AffectNet-7, and AffectNet-8 datasets, respectively, while main-
taining both the number of parameters and computational cost at low levels,
which facilitates its application in practical production scenarios.
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Abstract: To address the problems of insufficient feature extraction for fa-
cial expressions in complex environments, limited generalization capability of
lightweight networks, and the inability of single-label datasets to effectively de-
scribe ambiguous expressions caused by complex emotional tendencies, this pa-
per proposes a facial expression recognition method that combines an improved
ShuffleNet with label distribution learning. Without substantially increasing
computational complexity, a new output module was designed to improve the
ShuffleNet model to avoid overfitting. To enhance the model’s ability to ex-
tract important local detail features from facial expression images, a parallel
depthwise convolution residual module was designed to achieve fusion of local
and global features. To reduce the adverse effects of ambiguous expressions on
recognition performance, the label distribution learning method was employed to
fully utilize the original information of the dataset to generate label distributions
without introducing additional information, and the improved ShuffleNet model
was retrained. Experimental results demonstrate that the proposed method
achieves accuracies of 87.15%, 62.05%, and 58.49% on the RAF-DB, AffectNet-7,
and AffectNet-8 datasets, respectively, while maintaining low parameter count
and computational cost, which facilitates its application in practical production
environments.

Keywords: facial expression recognition; lightweight; label distribution learn-
ing; ambiguous expressions; depthwise separable convolution

0 Introduction
Since ancient times, “observing countenance”has been an important basis for
comprehensively analyzing psychological activities. As stated in The Analects of
Confucius・Yan Yuan:“The accomplished person is upright and loves righteous-
ness, observes words and watches countenance, and considers how to humble
themselves.”Recognizing facial expressions to observe countenance can provide
auxiliary structured information for individuals appearing in a scene. There-
fore, facial expression recognition (FER) has extensive applications in affective
computing, human-computer interaction, driver fatigue detection, teaching ef-
fectiveness evaluation, and many other fields [1,2]. In 1978, Ekman et al. [3]
first defined six basic facial expressions in their cross-cultural research: happi-
ness, sadness, anger, fear, disgust, and surprise. These basic emotions can be
perceived, recognized, and shared by people from different cultural backgrounds.

In recent years, with the rapid development of deep learning in computer vision,
it has also been successfully applied to facial expression recognition and has
achieved significant progress. While deep learning technology improves expres-
sion recognition accuracy, it also leads to a sharp increase in the number of
parameters and FLOPs. Although larger and deeper network models achieve
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better performance, they also require higher hardware configurations during op-
eration. However, in practical production and application environments, device
configuration levels are often constrained by cost, and excessively high config-
uration requirements are not conducive to the practical deployment of models.
Therefore, in the field of facial expression recognition, in addition to improving
recognition accuracy, consideration should also be given to how to compress the
computational overhead of models so that they can operate normally on small
embedded devices with limited performance.

In 1980, psychologist Plutchik et al. [4] demonstrated that most human emo-
tions are composed of basic facial expressions. In the real world, a static facial
expression image is often composed of basic emotions of different intensities
with complex emotional intentions, yet the expression image corresponds to
only a single label. Due to the existence of such ambiguous expressions, the
effectiveness of expression recognition is severely limited. Using label distribu-
tion learning (LDL) to address the problem that single labels cannot effectively
describe complex emotional tendencies can further improve the recognition per-
formance of FER models. Additionally, label distribution learning can alleviate
noise problems caused by the subjectivity of dataset annotators and the ambi-
guity of expression images [5].

To address these two issues, this paper constructs a depthwise separable con-
volution residual module based on the lightweight network ShuffleNet, which
can better extract features from key detail areas such as eyes and mouth in fa-
cial expression images without substantially increasing computational overhead.
During training, the LDL method is used to generate label distributions, which
helps improve the model’s discriminative ability for different expressions. This
approach proposes a lightweight facial expression recognition method based on
label distribution learning (LFER-LDL). The proposed method is experimen-
tally validated on the RAF-DB [6] and AffectNet-7 [7] datasets, and the results
demonstrate that the method achieves better recognition performance compared
with some recently proposed expression recognition methods while maintaining
low computational overhead.

1 Proposed Method
The facial expression recognition model proposed in this paper mainly consists
of two parts: an improved ShuffleNet network and label distribution learning
(LDL). The network structure is shown in Figure 1. The backbone network is
ShuffleNet-V2 [8], which comprises Conv1, Stage2, Stage3, Stage4, and Conv5.
To avoid overfitting and make the model more robust, this paper designs a new
output module to replace the fully connected layer of the original network. To
enhance the network’s ability to extract local detail features, a parallel depth-
wise convolution residual module (PDWRes) is designed without substantially
increasing additional computational overhead. Based on Plutchik et al.’s re-
search [4], to reduce the adverse effects of ambiguous expressions, the dataset
itself is utilized to generate label distributions without using additional informa-
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tion (right branch in Figure 1). The improved ShuffleNet network (left branch in
Figure 1) has output channel numbers of 29, 116, 232, 464, and 1024 from Conv1
to Conv5 layers, respectively, and finally obtains seven-class facial expression
recognition output through the Softmax layer.

1.1 Improved ShuffleNet Model

Deep convolutional neural networks (CNNs) such as ResNet and VGG can
achieve high classification accuracy for expression images, but the computa-
tional complexity of these models also increases accordingly. Overly complex
networks cannot meet the requirements of embedded device scenarios, and some
mobile devices also require small models that are both fast and accurate. To sat-
isfy these requirements, Ma N et al. [8] proposed the lightweight neural network
ShuffleNet-V2, which can effectively balance the relationship between recog-
nition accuracy and computational speed. ShuffleNet-V2 Unit primarily uses
1$×$1 pointwise convolution (PWConv) and depthwise convolution (DWConv),
and performs Channel Shuffle operations on channel information within different
feature groups to achieve information fusion between different groups.

Lin M et al. [9] demonstrated that the fully connected layer accounts for the
largest proportion of parameters in CNN models. Although the fully connected
layer can compress the dimension of feature maps and input them into the
softmax layer to ultimately obtain seven-class facial expression images, this
causes overfitting and is not conducive to enhancing the model’s generalization
capability. Therefore, this paper designs an improved output module to replace
the fully connected layer output module in the backbone network ShuffleNet-V2.
The improved output module is shown in Figure 2.

The improved output module mainly consists of improved depthwise separa-
ble convolutions, similar to the pointwise and depthwise convolutions in the
backbone network. The channel correlation and spatial correlation of depth-
wise separable convolution layers are decouplable [10]. Compared with standard
convolution, depthwise separable convolution modules can further extract facial
expression features without introducing a large number of parameters. When a
convolution kernel of size acts on an input feature matrix of size , with input and
output channel numbers of and respectively, the parameter count for standard
convolution is while the parameter count for depthwise separable convolution
is . The parameter count of depthwise separable convolution is only of that of
standard convolution.

To prevent gradient vanishing, enhance the model’s non-linear capability, and
reduce overfitting, ReLu activation functions are used after depthwise separable
convolutions. Although ReLu enables faster backpropagation, neurons with
input less than or equal to 0 will be suppressed, causing weights to be unable
to update, which affects the final expression of the entire model. This paper
improves the depthwise separable convolution module by replacing the ReLu
activation function with the Mish activation function. The Mish activation
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function formula is . The Mish activation function curve is shown in Figure 3. It
retains a certain gradient flow for negative values, unlike the hard zero boundary
in ReLu, which facilitates the flow of feature information. Additionally, every
point on the Mish curve is smooth, which allows better information to penetrate
deep into the neural network, thereby achieving better recognition accuracy and
generalization.

1.2 Parallel Depthwise Convolution Residual Module Design

Facial expression recognition is often related to local detail features. For exam-
ple, eyebrows, eyes, mouth, and other areas can more easily express different
emotions, and the human eye also tends to focus on these regions when recogniz-
ing expressions. Therefore, to enable the network to effectively learn local detail
features, this paper designs a parallel depthwise convolution residual module
(PDWRes). By extracting features from local regions and supplementing them
to the backbone network in the form of residual structures, the fusion of local
and global features is achieved, making the network pay more attention to im-
portant features in facial expression images. The PDWRes module structure is
shown in Figure 4.

For an input RGB facial expression image of size 224$×224, 𝑎𝑓𝑡𝑒𝑟𝑝𝑎𝑠𝑠𝑖𝑛𝑔𝑡ℎ𝑟𝑜𝑢𝑔ℎ𝑡ℎ𝑒𝑏𝑜𝑡𝑡𝑜𝑚𝐶𝑜𝑛𝑣1, 𝑎𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑚𝑎𝑝𝑖𝑠𝑜𝑏𝑡𝑎𝑖𝑛𝑒𝑑, 𝑤ℎ𝑒𝑟𝑒.𝐼𝑛𝑠𝑝𝑖𝑟𝑒𝑑𝑏𝑦𝑟𝑒𝑐𝑒𝑛𝑡𝑇 𝑟𝑎𝑛𝑠𝑓𝑜𝑟𝑚𝑒𝑟𝑚𝑜𝑑𝑒𝑙𝑠[11], 𝑡ℎ𝑒𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑚𝑎𝑝𝑖𝑠𝑑𝑖𝑣𝑖𝑑𝑒𝑑𝑖𝑛𝑡𝑜𝑡𝑤𝑜𝑒𝑞𝑢𝑎𝑙𝑝𝑎𝑟𝑡𝑠ℎ𝑜𝑟𝑖𝑧𝑜𝑛𝑡𝑎𝑙𝑙𝑦𝑎𝑛𝑑𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙𝑙𝑦𝑡𝑜𝑜𝑏𝑡𝑎𝑖𝑛𝑓𝑜𝑢𝑟𝑟𝑒𝑔𝑖𝑜𝑛𝑎𝑙𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑚𝑎𝑝𝑠𝑜𝑓𝑓𝑎𝑐𝑖𝑎𝑙𝑒𝑥𝑝𝑟𝑒𝑠𝑠𝑖𝑜𝑛𝑠.𝐸𝑎𝑐ℎ𝑠𝑚𝑎𝑙𝑙𝑓𝑒𝑎𝑡𝑢𝑟𝑒𝑚𝑎𝑝𝑠𝑒𝑞𝑢𝑒𝑛𝑡𝑖𝑎𝑙𝑙𝑦𝑢𝑛𝑑𝑒𝑟𝑔𝑜𝑒𝑠𝑡𝑤𝑜3×$3
DWConv operations to obtain detail feature maps of different facial regions. As
described in Section 1.1, to avoid introducing a large number of computational
parameters, only depthwise convolutions are used here for feature extraction.
To accelerate model convergence, batch normalization (BN) is used after each
depthwise convolution. To enhance model sparsity and reduce redundancy,
ReLu6 activation function is used simultaneously after BN. ReLu6 is defined as
follows:

The ReLu6 activation function sets the upper limit of the linear part of the
ReLu function to 6, which is beneficial for achieving better numerical resolution
on low-precision mobile devices and enhancing model stability.

Finally, the four regional feature maps are concatenated along the horizontal
and vertical directions to obtain the complete local feature map . This is sup-
plemented to the global feature after Stage2, and the global-local feature fu-
sion expression is . As the network depth increases, the feature maps become
smaller, which is not conducive to local feature extraction by the PDWRes
module. Therefore, to minimize the introduction of additional computational
overhead, the PDWRes module is only used in the Stage2 phase.

1.3 Label Distribution Learning

The annotation of facial expression images often requires significant human and
material resources, and the emotional distribution is difficult to obtain, which
leads to ambiguous expressions and is not conducive to the classification of ex-
pression images. To compensate for the insufficient information of single labels
during expression classification, this paper uses the label distribution learning

chinarxiv.org/items/chinaxiv-202204.00070 Machine Translation

https://chinarxiv.org/items/chinaxiv-202204.00070


method to generate expression distributions, as shown in the right branch of
Figure 1. Its backbone network is ResNet-50. Different single-label facial ex-
pression datasets are pre-trained using this label distribution learning method
to collect the overall distribution of the facial expression dataset. The gener-
ated data label distributions are then used to retrain the improved ShuffleNet
network.

Given a facial expression image with label , where represents the number of ex-
pression image categories, label distribution learning will collect the distribution
of expression images in the dataset . After passing through the fully connected
layer (FC) of ResNet-50, is obtained. Label distribution learning finally uses
a Softmax layer as output. The conditional probability that expression image
belongs to category calculated by Softmax is .

To facilitate gradient backpropagation, this paper uses KL divergence to
measure the difference between the prediction output of the improved Shuf-
fleNet model and the label distribution obtained by LDL. KL divergence
is non-negative, which satisfies the characteristics of deep learning gradient
descent methods. However, due to its asymmetry, this paper uses the label
distribution obtained by LDL as the true distribution , and the output of the
improved ShuffleNet model as . Thus, the KL divergence for a sample size of
can be written as .

Label distribution learning and KL divergence are only used during training to
help the improved ShuffleNet network better learn the distribution and discrim-
ination of facial expressions in the dataset. During testing, only the maximum
value of the output probability from the improved ShuffleNet model’s softmax
layer is used as the network output.

During the testing phase, combo loss is used as the loss function, which consists
of a weighted sum of improved cross-entropy (CE loss) and dice loss. To control
the regularization degree of false positives (FP) and false negatives (FN) for
different datasets and correct network learning, binary cross-entropy is gener-
alized to multi-class problems, and its output is the average of multiple binary
cross-entropies. Dice Loss is mainly used to handle class imbalance problems in
datasets and reduce model overfitting on easily classified expressions. Combo
loss can be written as:

where and represent the true value and predicted value, respectively. Hyperpa-
rameter balances the weight of combo loss and improved cross-entropy. Hyper-
parameter controls the regularization degree of FP and FN, which is adjusted
according to different datasets during experiments. To avoid division by zero, .

2 Experiments
2.1 Dataset Introduction

The experiments in this paper are conducted and evaluated on the large-scale
facial expression datasets RAF-DB [6] and AffectNet [7]. Both RAF-DB and
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AffectNet-7 have seven categories of expression labels: sadness, surprise, disgust,
fear, happiness, anger, and neutral. The AffectNet-8 dataset adds contempt
expression on this basis, with eight categories of expression labels.

The RAF-DB dataset is the Real-world Affective Faces Database, containing
15,339 seven-class expression images. Each image is independently annotated
by 40 people, divided into 12,271 training images and 3,068 test images. These
expression images are affected by occlusion, pose, lighting conditions, and other
factors, showing significant diversity and practical application value.

AffectNet is the largest facial expression dataset to date, containing over 1
million facial images from the Internet obtained by searching emotion labels
through different search engines. Approximately half (440,000) of the images
are annotated with 11 expression categories. This paper uses 290,000 manually
labeled expression images from the AffectNet dataset as the training set, with
3,500 test images in AffectNet-7 and 4,000 test images in AffectNet-8. Figure 5
shows sample expression images from the RAF-DB and AffectNet-7 datasets.

2.2 Experimental Environment and Data Preprocessing

All experiments in this paper are completed under the Ubuntu 16.04 system,
implemented based on the deep learning framework PyTorch 1.1 and Python 3.7
interpreter. The hardware environment includes an E5-2637 v4 CPU, NVIDIA
GeForce GTX 1080Ti GPU with 11GB memory, and CUDA 10.2 acceleration
library.

In the RAF-DB and AffectNet datasets collected in real-world scenarios, the
size, angle, and pose of faces in expression images vary, which is not conducive
to model learning. Therefore, RetinaFace [12] is used for face detection and
alignment. To optimize model learning efficiency, the proposed method is pre-
trained on the MS-Celeb-1M face dataset. To avoid overfitting, all expression
images in the RAF-DB and AffectNet datasets are resized to 224$×$224 and
randomly horizontally flipped with a probability of 0.5.

2.3 Experimental Settings

This paper uses Stochastic Gradient Descent (SGD) for training, with an initial
learning rate of 0.01, momentum of 0.9, and weight decay . The model is trained
for 120 epochs on both RAF-DB and AffectNet datasets. Due to differences in
sample sizes across datasets, the batch size is 32 on the RAF-DB dataset, with
the learning rate decaying by a factor of 0.1 every 30 epochs. On the AffectNet
dataset, the batch size is 64, with the learning rate decaying by a factor of 0.1
every 10 epochs. Additionally, the AffectNet training set is imbalanced, but the
test set is balanced, so a balanced sampling strategy is employed.
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2.4 Experimental Results and Analysis

To verify the effectiveness of the proposed method and measure the model’s
computational complexity, ShuffleNet-V2 is used as the backbone network, its
output layer is improved, the PDWRes module is added, and label distribution
learning is introduced. Experiments are conducted on the large-scale facial
expression datasets RAF-DB and AffectNet, and the recognition accuracy and
computational complexity are compared with other methods.

2.4.1 Influence of Balance Coefficient on Classification Performance
This experiment investigates the influence of the balance coefficient in the
Combo Loss function on recognition accuracy across different facial expression
datasets. The balance coefficient controls the weight of Dice Loss on . Dur-
ing experiments, Combo Loss and improved cross-entropy are assigned equal
weights, i.e., . The balance coefficient controls the penalty degree of improved
cross-entropy on FP and FN. When is less than 0.5, has greater weight, and
FP receives more penalty than FN, and vice versa. During experiments, is 取值
from 0 to 1 in steps of 0.1.

The experimental results on the RAF-DB dataset are shown in Figure 6. The
expression recognition accuracy first increases and then decreases as the balance
coefficient increases, reaching the highest recognition accuracy of 87.15% when
is 0.2. When is less than 0.2, the model’s recognition accuracy is insufficient,
and when is greater than 0.2, the model’s recognition accuracy begins to decline.
This indicates that for the RAF-DB dataset, a larger penalty for false positive
sample images is needed to assist model learning in achieving better recognition
accuracy.

2.4.2 RAF-DB Experimental Results Figure 8 shows the training and
testing accuracy curves and loss function curves on the RAF-DB expression
dataset. For clear display in the same coordinate system, the loss function
curve is magnified by 30 times. As can be seen from the figure, the model basi-
cally converges at the 35th epoch, and the final recognition accuracy difference
between the training set and test set is small, thanks to the improved output
module of the ShuffleNet model, which avoids model overfitting. The model
ultimately achieves a recognition accuracy of 87.15% on the RAF-DB dataset.

To further verify the effectiveness of the proposed model and measure its com-
putational complexity, a comparison with other methods in recent literature is
conducted on the RAF-DB expression dataset, as shown in Table 1. In terms
of parameter count, the proposed method has only 1.26M parameters, which is
far lower than the 134.29M of gACNN [14], and compared with methods with
smaller parameter counts such as Separate Loss [15], RAN [16], and DDA Loss
[18], the parameter count of the proposed method is only one-tenth of theirs,
significantly compressing the model’s parameter count. In terms of FLOPs, the
proposed method’s 294.60M FLOPs represents a 98.09% reduction in compu-
tational cost compared with gACNN, and an 83.81% reduction compared with
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Separate Loss and DDA Loss methods, giving the proposed model lower com-
plexity. In terms of accuracy, compared with recently proposed RAN and DDA
Loss methods, the proposed method’s accuracy is improved by 0.25%. Compared
with IPA2LT [13], gACNN, Separate Loss, and LDL-ALSG [17], the proposed
model’s recognition accuracy is improved by 0.38%, 2.08%, 0.77%, and 1.62%,
respectively. Since labels in datasets may contain annotation errors, Wang et
al. [19] proposed the self-curing network SCN, which corrects network learning
through regularization ranking and relabeling operations, achieving 87.03% ac-
curacy on the RAF-DB dataset. Compared with SCN, the proposed method’
s accuracy is improved by 0.12%, while the parameter count and FLOPs are
compressed by 10 times and 6 times, respectively, verifying the effectiveness
of the proposed method. It can be seen that the proposed method maintains
good recognition accuracy while keeping parameter count and computational
cost low, which is beneficial for practical application of the model in production
environments.

2.4.3 AffectNet Experimental Results The experimental results on the
AffectNet-7 dataset are shown in Figure 7. The recognition accuracy first de-
creases, then increases, and then decreases again as the balance coefficient in-
creases, reaching the highest recognition accuracy of 62.05% when is 0.6. When
is less than 0.6, the model accuracy first decreases and then increases, and when
is greater than 0.6, the model’s recognition accuracy begins to decline signifi-
cantly. For the AffectNet dataset, penalty for false negative sample images is
required. Experimental results show that the balance coefficient has a signif-
icant impact on the network’s recognition performance, and the selection of
balance coefficient is crucial under different datasets.

Figure 9 shows the training and testing accuracy curves and loss function curves
on the AffectNet-7 expression dataset. Like the RAF-DB experiment, the loss
function curve is magnified by the same factor. As can be seen from the figure,
the model basically converges at the 15th epoch, demonstrating fast fitting
speed, which benefits from the LDL module assisting model learning to achieve
rapid and stable convergence, also facilitating the model’s operation on actual
embedded devices and avoiding overfitting problems. The model ultimately
achieves a recognition accuracy of 62.05% on the large-scale expression dataset
AffectNet-7.

To verify the effectiveness of the proposed method on the AffectNet-7 dataset
and its computational complexity, a comparison with other recent methods is
conducted, as shown in Table 2. In terms of parameter count, the proposed
method is only 0.8% of the 145M parameters of VGG Face [21], and com-
pared with other methods, the parameter count of the proposed method is
only 0.93%~51.01% of theirs, maintaining a low parameter count. In terms of
FLOPs, compared with VGG Face’s 15490.46M, the proposed method com-
presses computational cost by 98.1%, similar to the compression achieved with
gACNN. Compared with seven other methods, the proposed method also com-
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presses computational cost by 61.40%~94.8%. In terms of accuracy, compared
with recently proposed VGG Face and LDL-ALSG, the proposed method’s
recognition accuracy is improved by 2.05% and 2.70%, respectively. Compared
with IPA2LT, gACNN, Separate Loss, IPFR, and FMPN methods, the proposed
accuracy is improved by 4.74%, 3.27%, 3.16%, 4.65%, and 0.53%, respectively.
Although the proposed method’s recognition accuracy is not as high as SNA-
DFER and DDA Loss, the parameter counts of SNA-DFER and DDA Loss are
1.9 times and 8.8 times that of the proposed method, respectively, and their
FLOPs are 2.5 times and 6.1 times that of the proposed method, respectively,
which is not conducive to running the model on embedded devices with lower
performance. Overall, the proposed method effectively reduces model complex-
ity while maintaining high-level expression recognition performance, verifying
its effectiveness and practicality.

To further verify the effectiveness of the proposed method on the AffectNet-8
dataset containing 8 emotion categories and evaluate its parameter count and
FLOPs, a comparative analysis with other methods is conducted, as shown in
Table 3. The proposed method achieves 58.49% accuracy on the AffectNet-8
dataset. In terms of parameter count, compared with Weighted-loss, VGGNet-
Variant, and RAN methods, the parameter count of the proposed method is
only 2.21%, 19.27%, and 11.26% of theirs, respectively. In terms of FLOPs,
Weighted-loss’s FLOPs are approximately 2400 times that of the proposed
method, while RAN and ESR-9 methods are 49 times and 3 times that of the
proposed method, respectively. In terms of accuracy, compared with Weighted-
loss, MobileNet-Variant, and VGGNet-Variant methods, the proposed method
improves accuracy by 0.49%, 2.49%, and 0.49%, respectively. Although the pro-
posed method’s accuracy is not as high as RAN and ESR-9, its FLOPs are far
lower than both methods. The MobileNet-Variant method achieves good results
in both parameter count and FLOPs, but its accuracy is about 2.5% lower than
the proposed method. The VGGNet-Variant method also achieves lower FLOPs,
but its performance in parameter count and accuracy is not as good as the pro-
posed method. It can be seen that model computational complexity and model
performance cannot be obtained simultaneously, but the proposed method still
achieves good performance on the AffectNet-8 dataset while maintaining low
parameter count and FLOPs.

As can be seen from Table 3, AffectNet-8 is a challenging facial expression
dataset. There is also a certain difference in accuracy between the proposed
method on AffectNet-7 and AffectNet-8 datasets. AffectNet-8 adds contempt
expression on the basis of AffectNet-7. By observing the dataset, it is found that
the contempt expression in the AffectNet-8 dataset contains a large number of
images that are not of this expression, such as happiness, etc. The label noise
caused by the subjectivity of annotators is not conducive to network learning.
Figure 10 shows some images in the contempt expression that do not belong to
contempt.
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2.4.4 Ablation Study The proposed method includes improvements to the
output module, design of the parallel depthwise convolution residual module,
and label distribution learning. To analyze the impact of different components
on facial expression recognition performance, an ablation study is conducted on
the RAF-DB dataset.

This section uses ShuffleNet as the baseline and sequentially adds the improved
output module, parallel depthwise convolution residual module, and label dis-
tribution learning to analyze the impact of the three modules on recognition
performance. The experimental results are shown in Table 4. By improving
the output module to extract high-dimensional facial expression features, the
recognition accuracy is improved by 0.47% compared with the ShuffleNet base-
line network, with parameter count increased by 0.02M and FLOPs increased
by 0.03M. This benefits from the depthwise separable convolution in the im-
proved output module for further extraction of facial expression features, while
the Mish activation function used also ensures the flow of feature information.
The parallel depthwise convolution residual module obtains local region fea-
tures through integrated depthwise convolutions, making the network pay more
attention to subtle differences among different expressions. With parameter
count increased by 0.01M and FLOPs increased by 3.09M, it achieves a 1.36%
improvement compared with the baseline network. By fusing local features
into global features, the model focuses more on discriminative features in fa-
cial expression images, a characteristic similar to the working principle of the
human eye. Label distribution learning helps reduce the impact of ambiguous
expressions without introducing additional parameters and FLOPs, ultimately
achieving 87.15% accuracy, which is 5.13% higher than the original network. Fa-
cial expression images in the real world often have complex emotional intentions.
Label distribution learning collects the distribution of expression images in the
dataset to reduce the uncertainty of ambiguous expressions, which helps alle-
viate the problem of insufficient information from single labels, demonstrating
the effectiveness of the proposed method.

Finally, to visualize the results of the proposed method, the trained network
model is saved and used for facial expression recognition. Images are randomly
selected from the Internet and partially from datasets for instance testing, with
test results shown in Figure 11.

3 Conclusion
Facial expression recognition has extensive applications in many fields. However,
in practical production environments, overly complex network models are not
conducive to operation on devices with limited configurations. Therefore, this
paper proposes a lightweight facial expression recognition method based on label
distribution learning. From the perspective of feature extraction, this method
improves the traditional ShuffleNet network model and designs a parallel depth-
wise convolution residual module, which enhances the model’s ability to extract
local detail features from facial expression images. In terms of training strategy,
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label distribution learning is used to solve the problem of ambiguous expressions
caused by insufficient information from single labels. Finally, the influence of
the balance coefficient in the Combo Loss function on different facial expression
datasets is analyzed. Comparative experiments are conducted on the RAF-DB,
AffectNet-7, and AffectNet-8 datasets. Experimental results demonstrate that
the proposed method maintains high recognition accuracy while keeping param-
eter count and FLOPs low, showing strong practicality.

Deep learning models in facial expression recognition research often require large
amounts of annotated data, which not only incurs expensive annotation costs
but may also introduce label noise from subjective factors. Therefore, future
work will investigate semi-supervised or unsupervised learning for facial expres-
sion recognition.
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