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Abstract

In recent years, alongside the continuous improvement in computer perfor-
mance, artificial intelligence (Artificial Intelligence, AI) technology has expe-
rienced rapid development. Al technology, represented by deep neural net-
works, has achieved tremendous breakthroughs in numerous domains including
autonomous driving, smart cities, and medical imaging, and has become increas-
ingly pervasive in everyday life. While AI benefits the general public, we also
note that Al can assist attackers in executing cyber attack tasks. This paper
systematically reviews existing cases of Al-enabled cyber attacks, analyzes the
role of Al in attack missions, classifies Al-enabled cyber attacks into online and
offline categories, and provides corresponding discussions and outlook.
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Abstract: In recent years, with the continuous improvement of computer per-
formance, Artificial Intelligence (AI) technology has developed rapidly. AT tech-
nology, represented by deep neural networks, has achieved tremendous break-
throughs in multiple domains including autonomous driving, smart cities, and
medical imaging, and has become increasingly ubiquitous. While Al benefits
the public, we must also recognize that it can empower attackers to execute cy-
ber attack tasks. This paper systematically reviews existing Al-enabled cyber
attack cases, analyzes the role of Al in attack tasks, classifies Al-enabled cyber
attacks into online and offline categories, and provides corresponding discussion
and future outlook.
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1 Introduction

Artificial intelligence, as a strategic technology that shapes the future, has in-
creasingly become a critical engine driving the accelerated transformation from
digitalization and networking to intelligence across various economic and social
sectors. In recent years, the explosive growth of data, significant enhancement
of computing power, and breakthrough applications of deep learning algorithms
have greatly propelled the advancement of artificial intelligence. However, tech-
nology inherently possesses a dual-use nature. When applied for beneficial pur-
poses, it can promote scientific development and social progress; when applied
for malicious purposes, it can cause developmental stagnation and social insta-
bility. Artificial intelligence is no exception. When applied in the cybersecurity
domain, AI can provide powerful support for intrusion detection, malware de-
fense, situational awareness, and other defensive measures, but it can also assist
attackers in executing more efficient and difficult-to-defend cyber attacks.

In 2018, scientists from 26 different research institutions jointly released a re-
port on the malicious use of artificial intelligence, highlighting potential risks
to digital security, physical security, and political security, and calling upon Al
research teams worldwide to remain vigilant against Al security risks and resist
the malicious exploitation of AI. As Al security risks intensify, several prominent
security vendors have also forecasted trends in AI application to cyber attacks.
BeyondTrust[1] noted in its cybersecurity trend predictions that machine learn-
ing training data poisoning and the proliferation of Al weaponization will pose
significant challenges to cybersecurity. Check Point[2] observed in its cyber
threat trend predictions that Al technology is exhibiting a weaponization trend.
Gartner[3] predicted that by 2022, 30% of cyber attacks will be related to artifi-
cial intelligence security, with AI becoming increasingly engineered. Fortinet[4]
similarly concluded that the evolution of polymorphic malware, cluster attacks,
and Al weaponization are becoming trends. Although Al can be applied across
multiple fields (such as autonomous driving, armed equipment, smart homes,
etc.), this paper focuses on its application in the cybersecurity domain, specif-
ically emphasizing the network layer and above, with a concentration on the
application layer.

In recent years, we have witnessed several cases of Al applied to cyber attacks.
To better understand the characteristics of Al-enabled cyber attacks and develop
more effective targeted defenses, it is essential to systematically review these
cases and examine AT s role in cyber attacks. This paper therefore reviews
relevant cases and analyzes their implications.

2 Attack Case Review

This chapter reviews representative Al-enabled cyber attack cases.

In 2016, Seymour et al.[5] presented at the renowned BlackHat conference a
method for highly customized automated spear phishing on Twitter using Al
technology. This approach employs clustering to identify high-value targets,
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combines natural language processing techniques to analyze topics of interest
to targets, and constructs SNAP_R (Social Network Automated Phishing with
Reconnaissance) to generate spear phishing content based on LSTM, capable of
delivering content to targets according to their active hours to lure them into
the trap.

Sivakorn et al.[6] introduced a method for automatically bypassing Google re-
CAPTCHA at BlackHat. By using descriptive words for images, the method
segments given images and utilizes online platforms for retrieval. Using NLP
techniques to extract information from returned pages and calculate similarity
with descriptive words, it can determine whether the selected image is the tar-
get. When external networks are unavailable, offline models can be employed
for judgment.

Anderson et al.[7] proposed DeepDGA, which combines Auto-Encoder and Long
Short-Term Memory networks to learn features from Alexa Top 100M domain
names. The encoder and decoder are reassembled in a generative adversarial
network (detector + generator) to produce highly realistic DGA domain names
capable of bypassing DGA detectors.

In 2017, Baki et al.[8] leveraged emails leaked in Hillary Clinton’ s “email gate”
incident, using natural language processing technology to analyze grammatical
features and generate (forge) a batch of emails purportedly from Hillary and
Palin for others to distinguish. Results showed that most people believed the
generated emails originated from Hillary and Palin, with emails from “Hillary”
receiving more votes due to their colloquial language. This technology can be
applied to spear phishing to generate highly realistic phishing emails.

Hu et al.[9] proposed using generative adversarial network algorithms to pro-
duce adversarial malware samples. The generative model adds perturbations
to malicious samples, while a substitute detector determines whether samples
are malicious. Trained on benign samples and adversarial samples generated
by the generative model, the substitute detector simulates a black-box detector.
Through adversarial training, the probability of generated adversarial samples
being detected can be minimized.

In 2018, Kirat et al.[10] introduced DeepLocker at BlackHat for targeted covert
attacks. DeepLocker trains a neural network model based on target information
and uses the model’ s output as a key for symmetric cryptographic algorithms
to encrypt the malicious payload. When the target is discovered, the neural
network model can output the correct decryption key to unlock and execute
the malicious payload. When the target is absent, due to the one-way nature
and collision resistance of the neural network model, analysts cannot construct
trigger conditions to obtain the key, thereby resisting analysis.

Bahnsen et al.[11] presented the automated phishing tool DeepPhish at Black-
Hat, which uses LSTM to learn URL features and constructs malicious TLS
certificates to build phishing pages. Compared with conventional methods,
DeepPhish can increase phishing success rates by 20% to 30%.
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Takaesu[12] proposed DeepExploit, an automated penetration testing attack
that uses reinforcement learning to scan and probe given targets and employs
Metasploit for automated penetration testing based on probe results, generating
test reports upon completion.

Anderson et al.[13] proposed a method to evade detection by modifying static
PE malware code structure features using reinforcement learning incentive and
feedback mechanisms. Using a black-box detector as feedback for sample modifi-
cation results, it obtains samples capable of evading detection by adding useless
function calls, modifying section names, removing signature information, and
other techniques.

Ye et al.[14] introduced a mnovel text-based CAPTCHA cracking method.
Unlike existing crackers that require large amounts of manually labeled real
CAPTCHAS for learning, this approach uses a generative adversarial network
to train CAPTCHA models from existing databases. When encountering new
CAPTCHASs, it employs transfer learning methods, requiring only a small
amount of new CAPTCHA data to achieve excellent cracking performance.

Rigaki et al.[15] proposed using generative adversarial networks to simulate
Facebook chat traffic to evade detection based on traffic analysis. This method
uses Stratosphere Linux IPS as a detector to identify Facebook chat traffic, em-
ploys RNN and LSTM to build generators and discriminators, and only releases
traffic when the detector considers the generated traffic to be Facebook chat
traffic. The trained parameters are then used for traffic generation in malware
activities to bypass traffic-based detectors.

In 2020, Li et al.[16] proposed generating adversarial feature vectors in feature
space and converting them into adversarial malicious PDF components, modi-
fying features between the CRT and trailer of PDF files to generate malicious
PDFs that evade PDF malware detectors. Evaluated on the PDFRate classifier,
this method can attack target system knowledge under four evasion scenarios.

Novo et al.[17] introduced a flow-based C2 traffic detector and a proxy-based
C2 traffic evasion detection method. Using the Fast Gradient Sign Method
(FGSM) in a white-box approach, it breaks statistical features of C2 data flows
while ensuring data communication functionality to counter malicious C2 traffic
detectors.

Wang et al.[18] proposed DeepC2, a neural network-based C2 addressing method.
Leveraging the irreversibility of neural network models, it uses neural network
models to identify command and control account avatars for addressing, while
employing data augmentation techniques to solve abnormal content issues in
previous social network platform-based C2.

Yuan et al.[19] introduced an end-to-end byte-level black-box adversarial attack
method. A generator produces a Payload appended to samples, and a discrim-
inator is trained through feedback from the black-box detector. During use,
only the generator needs to produce the Payload to counter the detector. This
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method can achieve 100% evasion success rate when the added Payload length
is 2.5%.

XunSu et al.[20] proposed a method for batch automated detection of WAF
rules using natural language processing and LSTM. Through data, algorithms,
and detection, it automatically extracts text features of Payloads, employs at-
tention mechanisms to enhance keyword learning, and uses empirical automated
methods to determine different keywords for different positions. It can provide
online feedback on detection boundaries and achieve WAF bypass.

In 2021, Wang et al.[21] introduced EvilModel, a method for embedding mali-
cious code in neural network models for attack payload delivery. By analyzing
neural network model structures, it replaces neurons and parameters with ma-
licious code, enabling large-volume malicious code to be delivered to target
devices without detection while maintaining model performance.

3 Attack Classification

The previous chapter reviewed representative Al-enabled cyber attack cases.
This chapter analyzes the role of Al in these attacks.

Based on different attack scenarios, these cases can be categorized as follows: -
Automated generation: Typical cases include Twitter and email phishing[5][8],
malicious sample generation[9], and malicious traffic generation[15][17]. - Au-
tomated attacks: Typical cases include DeepExploit[12]. - Deception: Typical
cases include various phishing attacks such as Twitter phishing[5], email phish-
ing[8], and DeepPhish[11]. - Detection evasion: Typical cases include evasion
of malicious domain name detectors|7], malware detectors[13][19][21], and ma-
licious traffic detectors[15]. - Cracking: Typical cases include cracking human-
computer interaction Turing tests[6][14] and firewall rules[20]. - Target iden-
tification: Typical cases include identifying attack targets[10] and identifying
attackers[18].

In different scenarios, Al plays distinct roles. Minsky et al.[22] summarized AT
s role in cyber attacks based on Al capabilities as follows: - Prediction: Making
predictions based on existing data. - Generation: Generating new content based
on target conditions. - Analysis: Mining effective information from existing data.
- Retrieval: Searching for target information from existing data. - Decision-
making: Providing guidance for next actions based on existing information.

Based on different uses of AI, Al-enabled cyber attacks can be divided into
“online” and “offline” categories: - “Online” refers to Al models being directly
used in the attack process, with their outputs directly applied to ongoing attack
tasks. - “Offline” refers to AI models operating behind the attack activity, with
their outputs that may or may not be used in attack tasks.

Specifically, “online” focuses on the intrinsic characteristics of AI models and
methods themselves, leveraging features that differentiate AI from other ap-
proaches and applying them to specific tasks in cyber attacks. “Offline” focuses

chinarxiv.org/items/chinaxiv-202201.00085 Machine Translation


https://chinarxiv.org/items/chinaxiv-202201.00085

ChinaRxiv [$X]

on what AT can accomplish and which stages of cyber attacks it can be applied
to, with its primary task being to automate and intelligently perform what hu-
mans can do, faster and better than manual methods. In “online” mode, the Al
model resides in the target environment, while in “offline” mode, the AT model
resides in the attacker’ s environment.

According to these definitions and divisions, most existing cases fall into the “of-
fline” category: - “Online” mode typical cases: DeepLocker, DeepC2, EvilModel,
swarm intelligence, etc. - “Offline” mode typical cases: Malicious content gen-
eration, deception, cracking, automated attack categories, etc.

Both “online”and “offline”modes constitute important components of Al-enabled
cyber attacks, as shown in Table 1.

Table 1: Classification of AI-Enabled Cyber Attack Patterns

Mode Definition AT Role Typical Cases

Online AT model is directly  Generation, DeepLocker, DeepC2,
used in the attack Retrieval, EvilModel, Swarm
process, with its Prediction, Intelligence, etc.
output results Analysis,

directly applied to Decision
ongoing attack

tasks.

Offline Al model is behind  Generation, Malicious content
the attack activity, Retrieval, generation, deception,
with its output Prediction, cracking, automated
results that may or  Analysis, attack categories, etc.

may not be used in  Decision
attack tasks.

4 Discussion and Outlook

Strictly speaking, Al-enabled cyber attacks do not belong to the “artificial in-
telligence security” category but rather the “artificial intelligence + security”
category, representing the application of Al in the cybersecurity domain (par-
ticularly in cyber attacks). Pure “artificial intelligence security” refers to the
security issues of Al itself, encompassing Al model security, Al data security, Al
framework security, etc. Tencent’ s related team[23] has summarized existing
work, as shown in Table 2. Additionally, ATl applied to cybersecurity detec-
tion and protection also falls under AI application and belongs to “artificial
intelligence + security.”

Combining the attack and defense sub-directions yields a more comprehensive
classification of Al security, as illustrated in the figure.
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Discussing AT’ s own security issues leads to another category of attacks: attacks
against intelligent systems equipped with Al devices, targeting Al vulnerabili-
ties. For instance, detection evasion cases in existing attacks target malicious
object detectors deployed with Al-based methods. Attackers can also conduct
model stealing, data poisoning, adversarial sample attacks, etc., against intelli-
gent systems to disrupt normal operations. Such attacks are currently evolving.
It is foreseeable that relevant achievements in this area will continue to emerge
in the coming years.

Figure: Artificial Intelligence Security Architecture

In practical application, due to the substantial resources required for AI model
operation (computing power, data, models, etc.), Al-enabled cyber attacks (par-
ticularly “online”mode attacks) cannot yet be deployed in real-world cyber attack
tasks. With further advancement and popularization of Al, future computing
devices may integrate these resources, enabling attackers to implement such at-
tacks. Therefore, researchers in related fields must remain vigilant, proactively
develop targeted defenses against such attacks, further protect and enhance the
security of various information systems, and achieve effective defense when such
attacks first emerge.

Table 2: AT" s Own Security Risks[23]

Stage Security Risks

Environment Contact Software dependency attacks, Hardware model
backdoors

Data Collection Data poisoning, Gradient recovery of data in models

Model Training Training backdoor attacks, Initial weight
modification

Model Deployment Digital adversarial attacks, Physical adversarial

attacks, Query-based architecture attacks,
Side-channel architecture attacks, Model file attacks,
Supply chain attacks
Decentralized GPU/CPU overflow, Docker malicious images
Deployment

5 Conclusion

This paper systematically reviews and classifies Al-enabled cyber attacks. It
begins by analyzing the cybersecurity landscape, selecting representative Al-
enabled cyber attack cases from recent years, and providing brief introductions
to related work. It then studies and analyzes AT’ s role in these cases, dividing
Al-enabled cyber attacks into “online” and “offline” modes based on different
uses of Al in attack tasks, and introduces both modes. Finally, it discusses and
prospects the combined application of artificial intelligence and cybersecurity.
Cyber attack and defense are interdependent technologies that promote each
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other. We have reason to believe that future information systems will integrate
protection against Al-enabled cyber attacks, and future defense methods will
also leverage intelligent capabilities to become more powerful and effectively
safeguard cyberspace security.

During the completion of this paper, ArkTeam and Shancheng Security provided
valuable assistance, for which we express our gratitude.
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